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Abstract—In signal processing applications, more than one
tasks often have to be integrated into a system. Deep learning
models (such as convolutional neural networks) of multiple
purposes have to be executed simultaneously. When deploying
multiple well-trained models to an application system, running
them simultaneously is inefficient due to the collective loads of
computation. Hence, merging the models into a more compact
one is often required, so that they can be executed more efficiently
on resource-limited devices. When deploying two or more well-
trained deep neural-network models in the inference stage, we
introduce an approach that fuses the models into a condensed
model. The proposed approach consists of three phases: Filter
Alignment, Shared-weight Initialization, and Model Calibration.
It can merge well-trained feed-forward neural networks of the
same architecture into a single network to reduce online storage
and inference time. Experimental results show that our approach
can improve both the run-time memory compression ratio and
increase the computational speed in the execution.

Index Terms—Convolutional Neural Networks (CNNs), Mul-
titask Learning, Co-compression of CNN Models, Fusing CNN
Models, Merging CNN models

I. INTRODUCTION

Deep neural networks play a main role in recent signal
processing applications. To handle various tasks, deep models
have been trained with particular datasets. Hence, they are
often effective for individual tasks or specific purposes. Given
different deep models (that have been well-trained with data),
we hope to merge them into a single model. The merged neural
network is capable of handling different tasks of the original
networks simultaneously.

Deep model merging has great potential for applications in
real-world problems. For example, in a face-related human-
machine interaction system, various facial understanding tasks
such as face recognition [1], [2], gender classification [3], [4],
and facial expression prediction [5], [6], could be involved.
In a multi-modal system, deep learning models based on
heterogeneous signal sources (e.g., face image and speaker’s
voice) would need to be combined for human identity verifi-
cation [7]. Merging well-trained deep models on the inference
stage is beneficial to building a more efficient smart-system
than running them separately.

To train a multitask model, a typical way is to construct a
new architecture with multitasking outputs in the final layer at
first, and then train this model with the union of training data

of all tasks. However, such an approach requires a long-period
trial-and-error procedure since the architecture selected could
be inappropriate in the beginning, and multiple re-training
processes are needed in every trial. Even if neural network
architecture search (NAS) [8], [9], [10] techniques can find
appropriate architectures, it is still demanding to conduct a
satisfied deep-learning model for multiple tasks.

In this paper, we develop a general approach that can merge
multiple feed-forward neural networks having the same archi-
tecture. The merging process is a gradual ensemble method
that unifies the first several hidden layers of the networks
incrementally, while a traditional ensemble method only uses
the network’s collective output. The merged network can then
handle the original tasks simultaneously.

Note that when deep neural networks are learned, they often
have much redundancy in the network weights. To exploit
the redundancy, various works compress a neural network or
design newly a condensed architecture [11], [12], [13] so that
the network model can be executed more efficiently. In our
work, the underlying principle adopted is that we remove
the co-redundancy among the learned models for merging.
A more compact model can thus be conducted by using our
approach for efficient inference. When merging two networks,
the models are aligned layer by layer in our approach. The
layers are fused into a single layer with an error-minimized
initialization. Then the merged model is fine-tuned and the
performance can be recovered gradually.

The rest of this paper is organized as follows. Section II
reviews related works and motives for our approach. Sec-
tion III-A presents the details of our approach. Section IV
gives the experimental results. Finally, Section V concludes
this paper.

II. RELATED WORK AND METHOD OVERVIEW

We briefly review multitask learning. Then, we motivate the
idea of our approach and give an overview of it.

A. Multitask Deep Learning

Multitask learning is widely used in multimedia signal pro-
cessing [14], [15], which aims at making the model increase
the generalization power through sharing similar representa-
tions from related tasks. To achieve multitask deep learning, a
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typical way is to build a network with numbers of task-specific
output nodes. However, this naive strategy assumes that all
tasks are relevant enough to prevent the negative transfer from
deteriorating the performance of the multitask network. To
relax the constraint, [15] designs a multitask network where
lower layers are shared and upper layers are task-specific sub-
networks, not just a task-specific node.

Nevertheless, despite such a partial sharing strategy works
in some cases, it requires prior knowledge like task affinity
and weighted loss for each corresponding task in advance.
To further address the issue of relatedness among tasks, [16]
proposes a task grouping mechanism to search a multitask
network architecture adaptively through estimating affinity
among tasks. To determine an appropriately weighted loss,
some works [17], [14] propose different strategies to alter the
loss-weight for each task dynamically during training.

To delve into the branches of multi-task learning, multi-
modal learning is also discussed in some cases like [18],
[19], [20], [21]. Unlike the aforementioned approaches using
a single modality only, multi-modal multitask learning is
to make the learner handle multiple tasks using multiple
modalities. In emotion recognition, [22] proposes an approach
to predict continuous emotion in terms of arousal, valence,
and likability using acoustic, visual, and texture features from
human simultaneously.

B. Motivation of Our Approach

To handle multiple tasks with a single model, a straightfor-
ward way is to use a single network and fork multiple outputs
associated with the tasks.

When well-trained models are provided for the tasks, we
could choose one task as the pre-trained model and fine-tune
the output-branching network for all tasks to build a multitask
model. An illustration of this baseline approach is given in
Figure 1(b). The approach is easily realizable but implicitly
assumes that the deepest feature representations are shared,
which would work only when the tasks are highly related.
Besides, the initial weights are set from one of the models,
which could be biased for that task.

Better performance can likely be achieved by sharing part
(instead of all) of the layers only. To address the problem,
we propose a “zippering” approach that allows using part of
the previous layers to form the common backbone network.
Since the number of previous layers suitable to be shared is
unknown in advance, we manage a progressive process (the
zippering process) that merges the first k layers incrementally
for k = 1, · · · , L, where L is the number of total layers of the
network. The zippering process can, therefore, find a suitable
number of layers for sharing automatically.

III. ZIPPERING NEURAL NETWORKS

As mentioned, the models to be merged are assumed to
be of the same architecture and have been well trained for
individual goals. We set the same layer of the two models as
a pair to be fused, where the weights (or filters) of the layers
in a pair are different initially. In the zippering process, we
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Fig. 1. (a) Two original models. (b) Baseline method: merged the models with
the deepest features shared for the two tasks.

develop a filter permutation procedure to align the convolution
kernels (filters), so that similar filters can be matched and
coupled. Then, we fuse the two layers with the permuted
filters and initialize the common filter weights of the fused
layer. Finally, we fine-tune the merged model by minimizing
the classification loss through fine-tuning. In the zippering
process, the previous layers are fused and fine-tuned in the
beginning, and then the later layers are fused sequentially.
Hence, an incrementally merged model can be obtained. An
overview of the zippering process is illustrated in Figure 2.
In round l of the iteration, we merge the previous l layers.
The merged layers serve as a common network for feature
extraction of the subsequent branches of tasks, as illustrated
in Figure 2(b). In each round, three operations are performed.
Filter Alignment: First, to minimize the error of the merged
layer, the best order of filters is found.
Shared-weight initialization: Second, unified weights are
initialized to be used concurrently for different networks.
Model Calibration: Third, the weights of the merged models
are calibrated to reclaim the performance.

A. Filter Alignment

In convolutional neural networks (CNNs), a set of convolu-
tion kernels (filters) are applied to the input tensor in a layer.
Assume that there are N such filters in a convolution layer. If
we permute these N filters, the channels in the output tensor
of this layer are permuted accordingly. Note that the output
tensor of the current layer is the input tensor of the next layer
in general (except that the current layer is the final layer). If we
permute the filters in the current layer and shuffle the channels
of the filters in the next layer with the same permutation order,
the final output of the CNN remains invariant.

More specifically, let us consider a typical convolution layer
in a feed-forward neural network (without loss of generality,
assume that a padded convolution of stride 1 is used):
Input x ∈ RC×W×H : the tensor fed to this layer, with W,H
the spatial size and C the depth (i.e. number of channels).
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Fig. 2. The zippering process of merging two feed-forward networks. (a) Original neural networks. (b) The ”Zippering” process. The merging is done
sequentially from the first layer, and then iteratively fusing the later layers. At the beginning of the merging layers, the alignment of filters is done via the
Hungarian algorithm with l1 distance. The aligned filters are then initialized and calibrated with the training data to obtain the merged layer weights. Then
the process is repeated for the subsequent layers until all layers are merged. A sequence of merged models is generated for selection; one of them can be
chosen for the deployment according to the memory budget and accuracy requirement.
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Fig. 3. Filter alignment process. To minimize the difference of the merged
model, the order of the merged filters may change in our approach. The best
matching of the filters is modeled as an assignment problem; this can be done
by the Hungarian algorithm using l1 distance.

Filter Fi ∈ RN×C×w×h (i = 1 · · ·N ): N filters applied; each
has C channels of spatial size w × h.
Output y ∈ RN×W×H : a tensor consisting of N channels
with each channel yi = Fi(x) ∈ RW×H , for i = 1 · · ·N .

If we reshuffle the filters of this layer as Fσ(i) (i = 1 · · ·N ),
with σ(·) a permutation on {1 · · ·N}, then the output remains
the same but is permuted accordingly, yi = Fσ(i)(x), i =
1 · · ·N . Full-connection layers hold a similar property. This
property can be extended to the whole feed-forward network.
Suppose we are given a network having L layers. If a
permutation σl(·) is applied to the filters of the l-th layer, the
output of this layer is then applied with the same permutation.

Hence, the filters in the next layer (the (l + 1)-th layer)
should be pre-permuted via σl(·) in advance to ensure the
invariance of the output. Iterating this idea yields that, if
we apply the permutations σ1(·), σ2(·), · · · , σL−1(·) to the
filters of the respective layers and hope that the final output
remains the same, then we have to apply actually σ1(·) to
the 2nd-layer filters, σ1 ◦ σ2(·) to the 3rd layer filters, ..., and
σ1 ◦ σ2 ◦ · · · ◦ σ(L−1)(·) to the L-th layer filters, respectively,
where ◦ denotes the function composition.

Leveraging this property, given two convolution layers as a
pair to be fused, we propose to permute the filters so that
similar filters are aligned to enforce a better initialization
of model fusion. More specifically, consider two models A
and B that have been well-trained in advance. We permute
the filters in model A and then merge them with the filters
of model B. For the l-th layer, we change the order of the
filters in model A with the permutation σl(·), and hope that
similar filters FAσl(i)

and FBi can be paired together. To achieve
this, we calculate the score of each filter by summarizing the
absolute values of weights. And then, we use a distance metric
to measure the similarity between filters based on scores,
where the l1 distance between filters is adopted in this work.
When the order of the filters changes, the error of merging
may be reduced. Since this best order can be formulated as
an assignment problem, the best matching of models can be
found by the Hungarian algorithm [23]. The time complexity
of the Hungarian algorithm is O(N3). Figure 3 shows the
illustration of the alignment process. After the best order of
filters is found, we adjust the channel order in the next layer
accordingly as mentioned above. This will make the feed-
forward neural network generate the same outputs as those
that before the filter alignment.

B. Shared Weight Initialization
To effectively initialize the filter weights of fused layers, a

promising way is to leverage the well-trained models given.
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Consider a pair of convolution layers in model A and model B
with N ×C×w×h convolution kernels. We simply initialize
the merged filter weights by averaging the original weights,
which yields the least quantization error of the weights:

µi = (FAσ̂(i) + FBi )/2, i ∈ {1 : C} , (1)

where σ̂(·) is the optimal permutation found by the Hungarian
matching algorithm for this layer, and µi denotes the initial
fusion weights, i = 1 · · ·C.

C. Weight Calibration

Once the fused weights are available, they are set as initial
values to merge the models for multiple tasks. The entire
model is fine-tuned with a portion (10% in our experiments)
of randomly selected training data through end-to-end back-
propagation learning. The original losses (such as cross-
entropy losses) of both tasks are summed to fine-tune the fused
model. Accordingly, the optimization problem is

w∗ = min
w

[·LosscA(w) + ·LosscB(w))] (2)

where w are the parameters of the convolutional filters, and
Lossc are the individual losses. We refer this to as the model
calibration procedure.

Shared-weight initialization and weight calibration are al-
ternatively performed when the top l layers are fused in our
zippering process, as shown in Figure 2(b). A sequence of
merged models are obtained after finishing the zippering pro-
cess. Users can flexibly choose one of them for the inference
stage via the trade-off between resource/speed and accuracy.

IV. EXPERIMENTS

We evaluate our method on three scenarios with different
benchmarks. First, we use the facial images as input for three
tasks: face recognition, gender identification, and expression
classification. Second, we examine the effectiveness under
different modalities, including face recognition (image) and
speaker verification (voice). Finally, we show the performance
of merging object and clothing detection models.

A. Face Verification, Gender and Expression

To verify the effectiveness of our method on merging mul-
tiple facial-informatic tasks, three CNN models respectively
trained for face recognition, gender identification and expres-
sion classification are merged. The accuracy of these well-
trained models are 99.4% (face recognition), 91.5% (gender
identification) and 57.6% (expression classification), respec-
tively. In this experiment, four benchmarks are used:
VGGFace2 dataset [25] contains approximately 3.3 millions
facial images, including 8,631 identities spanning a wide range
of ethnicities, accents, professions, and ages.
LFW dataset [26] contains more than 13,000 facial images
and approximately includes 1.680 identities.
FotW dataset [27] is used for gender identification in
Chalearn big challenge [27]. It contains 9,258 facial images;
6,171 facial images for training and 3,087 for validation.
AffectNet dataset [28] contains 287,401 facial images;
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perNet, which handling face verification, gender identification and expression
classification tasks simultaneously

283,901 for training and 3,500 for validation. Its labels are
seven primary expressions, Neutral, Happy, Sad, Surprise,
Fear, Disgust and Anger; each has 500 images for validation.

CNN-20 architecture is employed in this experiment as
it achieves high performance (higher than 99%) on face
recognition [24] and is verified by a wide variety of data.

We merge the three individual models and call the merged
network ZipperNet that can achieve the three tasks with a
single model. When applying our zippering procedure, we
group the 21 layers of CNN-20 into 12 blocks (according to
the shortcut locations) to simplify the merging process. The
12 blocks correspond to the 1st, 2nd-3rd, 4th, 5th-6th, 7th-8th,
9th, 10th-11th, 12th-13th, 14th-15th, 16th-17th, 18th-19th and
20th-21st layers in CNN-20. Then we fuse the blocks, from
the first to the 12th, incrementally.

The results are shown in Figures 4 and 5. The well-trained
model for each individual task is expressed as the 0-th merged
block (i.e., the initial model before merging). In Figure 4,
the performance with respect to the number of merged blocks
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are shown via hollow circles, triangles, and diamonds for the
tasks of face, gender and emotion, respectively. In Figure 5,
compared to that of 0-th merged block, the average accuracy
drop of the three tasks are plotted by stars, and the runtime
memory-reduction and speedup rates are drawn with squares
and pentagons, respectively. The performance of the naive
model (obtained from the baseline method in Figure 1) are
shown via solid circle, triangle, and diamond in Figure 4 for
the three respective tasks.

As can be seen, when merging the models gradually, the
accuracy is getting decreased slowly, but the runtime memory
required is reduced and the inference speed is increased.
ZipperNet thus provides a flexibility of trade-off between
the model complexity and the inference speed for the model
deployment. It yields a sequence of getting-condensed mul-
titask models via removing the joint redundancy between
the merged layers. In Figure 5, we observe that ZipperNet
can achieve up to three times speedup and run-time memory
reduction when merging all of the 12 blocks, while the average
accuracy drop of tasks is less than 3%. The optimal choice for
an application can be dependent to the resource budget and
accuracy requirements for end platforms (such as mobile or
embedding devices) to be deployed.

As no similar approach has been done on publicly available
platform (we use PyTorch [29]) before, we compare our
approach to the naive baseline (illustrated in Figure 1) that uses
one model as the pre-trained and fine-tunes it to the three-tasks
outputs. In this experiment, the face-recognition model weights
serve as the pre-trained initials for the naive (i.e. baseline)
approach. As shown in the figure, when merging only the
blocks from 1 to 4, the accuracy is 99.27 (ZipperNet-Face),
91.09 (ZipperNet-Gender), and 57.28 (ZipperNet-Emotion),
respectively, which remain very close to that of the well-
trained individual models and outperforms the naive baseline
model. When merging the blocks from 1 to 11, ZipperNet still
performs more favorably than Naive-Face, Naive-Gender and
Naive-Emotion. After merging all 12 blocks, despite the ac-
curacy of Naive-Face is slightly better, ZipperNet outperforms
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Naive-Gender by 1.7% and Naive-Emotion by 9.4%, and
has superior average accuracy. Generally, ZipperNet achieves
more satisfiable performance and provides better flexibility
for practical use. As shown in the results, the naive baseline
roughly maintains the accuracy of the task from which it
is pre-trained (Face Verification), but suffers from serious
accuracy degradation on the others (Gender and Expression
classification). The performance are thus quite imbalance. This
reveals the niche of our zippering approach.

Besides, since the training starts from the shared weight
initialization in the zippering process, we find that the con-
vergence is fast due to the good initialization. Thus, to realize
the zippering approach, the merged model is fine-tuned with
only one epoch per one block during merging in our imple-
mentation. In this way, the total epochs required (from the
individual well-trained models) depends only on the number
of blocks merged. Hence, calibration training of the ZipperNet
is efficient although multi-stages merging is needed.

B. Face and Speaker Verification

We also utilize our ZipperNet to achieve face and speaker
verification tasks simultaneously. The well-trained model
(CNN-20) for face verification and speaker verification achieve
the accuracy of 99.2% (higher is better) and Half Total Error
Rate (HTER) of 1.86% (lower is better), respectively. We
follow the same evaluation metric for face recognition as
before. For speaker verification, we conduct an experiment
on the chosen speakers from VoxForge (//www.voxforge.org/),
an open source speech corpus collected transcribed speech
data recorded at 16 bit, 16kHz from volunteer speakers.
Following the settings of [30], 300 speakers with at least
20 utterances are chosen and further split into three subsets:
training, development, and evaluation.

For speaker verification, the HTER values obtained from
ZipperNet (merging from the first to the 12th blocks) and
the naive baseline are shown on top of Figure 6. For face
recognition, the results are shown on bottom of the figure.
As can be seen, all HTER values (lower is better) of Zipper-
Speaker when merging from the first to the 12th blocks
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are lower than that of Naive-Speaker. Besides, the accuracy
(higher is better) of Zipper-Face during merging from the first
to the 8th are better than that of Naive-Face, but when merging
from the 9th to 12th, Naive-Face is slightly better. We owe that
the signal sources are heterogeneous (images and voice), and
thus merging the intermediate CNN layers of them are more
demanding. However, it still reveals that ZipperNet provides
a flexibility of trade-off between the compression rate and
accuracy in the zippering process.

C. Object and Clothes Detection

Finally, we apply our approach to object- and cloths-
detection models (using RFBNet300 [31]) on PascalVOC 2007
and 2012 [32] and DeepFashion2 datasets [33], respectively.
The accuracy of the two well-trained models are mAP0.5 =
79.97% and mAP0.5:0.95 = 60.6%, respectively, which are
fined-tuned from the ImageNet pre-trained weights.

Table I shows the accuracy of each task and the ratios
of model size (parameter) compression, memory reduction
and speedup when the layers are merged from 1 to 10
incrementally. Compared to the individual models (layer-0),
we observe that the accuracy can even be better when merging
lower layers, and is gradually decreased and becomes worse
when merging deeper layers. We conjecture that lower-layer
features of these two tasks are common and thus can be
fused more easily to yield a unified feature representations;
deeper features are learned with higher semantic information
of the tasks, and thus will be exclusive to each other. Besides,
the ratios of memory reduction and speedup on inference are
increased slowly and smoothly when merging more layers.

V. CONCLUSION

We introduced a new approach, ZipperNet, to merge well-
trained deep models. ZipperNet removes the co-redundancy
among the models in a gradual manner. The merged model can
reduce the inference time with little accuracy drop compare
to original models for multitasks. It generatess a sequence of
merged models via trade-off between speedup and accuracy-
drop. ZipperNet therefore provides a flexible choice for the
model deployment on resource-limited edge devices which
meets memory budget and accuracy requirement. We verify
our method using different network architectures on various
source of inputs. Experimental results on a plenty of bench-
marks demonstrate its effectiveness.
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TABLE I
THE DETECTION RESULTS OF MERGING THE FIRST LAYER TO THE 10TH

LAYER INCREMENTALLY ON PASCAL VOC (2007 AND 2012) AND
DEEPFASHION2 DATASETS, WHICH SHOW MAP (MEAN AVERAGE
PRECISION), COMPRESSION OF THE MODEL PARAMETERS RATIO,

REDUCTION OF THE RUN-TIME MEMORY USAGE RATIO, AND SPEEDUP
RATIO.

# of merged layers mAP0.5

(VOC 2007)
mAP0.5:0.95

(DF2)
Mem.
Redu. Speedup

0 (Individual) 79.97 60.60 1.00 1.00
1 80.53 61.10 1.18 1.09
2 80.39 61.50 1.20 1.20
3 80.50 61.50 1.23 1.26
4 80.30 61.50 1.26 1.33
5 80.55 61.30 1.27 1.37
6 80.53 62.00 1.27 1.41
7 80.12 60.00 1.29 1.45
8 79.20 60.70 1.31 1.47
9 77.61 58.50 1.34 1.50
10 76.07 57.30 1.36 1.52
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