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Abstract—With the rapid increase in network traffic and dif-
ferent types of attacks, real-time anomaly detection has received
much attention recently. Shannon entropy can be an essential
measure for identifying untypical network traffic; however, it is a
time-consuming task to calculate entropy in real-time in the high-
speed network environment. This work transforms the complex
computations of the Shannon entropy estimation, proposed by
Clifford and Cosma, into pre-computed lookup tables in the
FPGA. Together with the LSTM-RNN, the proposed system
on the NetFPGA SUME platform can detect DDoS attacks
accurately at wire-speed of 40 Gbps throughput.

Index Terms—DDoS Detection, Shannon Entropy Estimation,
LSTM-RNN, Network Traffic Analysis, Sketch, NetFPGA SUME.

I. INTRODUCTION

The IEEE’s 100Gbps and 200Gbps network standards
(IEEE802.3ba) [1] have been announced and approved since
2010. The industries are now deploying 400Gbps high-speed
network equipment on a large scale in cloud data centers.
Hence, the scale of DDoS attacks went from 40Gbps in 2008
to over 400Gbps in 2013. The number of attacks increased by
more than a thousand percent, causing large-scale economic
losses [2]. The empirical entropy of traffic features (e.g., the
source, destination of IP addresses and TCP ports) is an
essential indicator for high-speed network traffic analysis [3]
[4].

The empirical Shannon entropy is defined as

H = −
n∑
i=1

pi log2pi, (1)

where pi = mi
m , m is the total number, n represents the

distinct number, and mi denotes the frequency of item i in
the data stream.

However, computing the exact entropy value is difficult in
high-speed network streams because of the limited processing
and storage resources in network devices. Moreover, the

entropy computations on one or more combinations of traffic
features at the same time are required. Therefore, estimation
techniques to speed up the complex computation of entropy
value were proposed [5], [6] for high-speed anomaly detection
systems.

This paper presents a hardware implementation of the
Shannon entropy estimation [6] on the NetFPGA-10G SUME
platform. These entropy values of selected features can be
computed in real-time and sent to the Long Short-Term
Memory Recurrent Neural Networks (LSTM-RNN) for DDoS
attack traffic detection.

The structure of this paper is as follows. Section II, gives
a general background of the related works. The proposed
methodologies and system implementations concerning the
design of data plane and control plane are described in Section
III. Section IV discusses the setup of the data sets and overall
system performance and evaluation strategy. Finally, in Section
V, we summarize the work presented with future work.

II. RELATED WORKS

Artificial neural networks are extensively used to model
the behavior of complex non-linear systems. It is capable of
identifying intricate patterns of high-dimensional data [7].

Koay et al. [8] proposed a method that uses entropy-
based features and multi-classifiers to detect abnormal traffic
events. The paper has experimented with two types of entropy,
including regular entropy and separation entropy. In particular,
Separation entropy can give the variation of two distinct
entropy-based features. The proposed method can utilize the
rich information of multiple entropy features to improve the
detection rate and reduce false alarm rates. The paper proposed
a system called E3ML, which can utilize rich information
of multiple entropy features, and three machine learning
algorithms. It consists of a recurrent neural network, a multi-
layer perceptron, and an alternating decision tree to classify
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abnormal events. The E3ML system uses five separate entropy
features, including TCP window size, TCP segment length, the
source and destination of IP addresses, TCP ports, and layer-2
MAC addresses.

Fanzhi Meng et al. [9] compares the performance of LSTM
with other machine learning algorithms, including SVM when
classifying attack and normal instances in NSL-KDD dataset
[10]. The result shows that LSTM has outperformed 99%
detection rate and accuracy. In work by Behal et al. [11],
it is mentioned that nearly half of the papers surveyed use
information entropy to analyze and identify the traffic of large-
scale DDoS attacks from regular flash events. The use of
information entropy is also recognized as the most effective
method for abnormal network behavior detection.

Based on the Mahalanobis Distance metric, Daneshgadeh
et al. [12] proposed a methodology to detect the DDoS
attack and distinguish high rate and low rate DDoS attack
from a flash event. The paper utilized Shannon Entropy and
machine learning algorithms to detect abnormal events in an
unsupervised manner.

Xinlei Ma et al. [13] proposed a method to detect DDoS by
analyzing the relationship between source IP and destination
IP addresses with chaos theory. The method collects network
traffic and calculates normalized entropy of source and desti-
nation IP addresses. The model calculates the separation rate
between two related entropy series and define the threshold
to detect DDoS attack. The experiment shows that the rate of
separation changes significantly when a DDoS attack happens.

III. SYSTEM DESIGN

A. Data Plane

As shown in Figure 1, the module of entropy estimation
is the core of the system data plane. The design is based on
the methodology proposed by Clifford and Cosma [6]. The
major process of this block is to make projection of incoming
packets in the network traffic to the random variables Rj (it),
as illustrated in Algorithm 1, with the maximally skewed
alpha-stable distribution [14]. Each packet is represented as
the key and value pair (it, dt). In this paper, the key it can be
treated as any selected header field and dt as the packet count
of one.

Fig. 1. The Entropy estimation module is placed in the fast dataplane pipeline
of the Reference Switch project on the NetFPGA-10G SUME [15], [16]
platform.

In order to avoid the time-consuming computations which
involve division, logarithmic, and trigonometric functions as
shown in Algorithm 2, random numbers with the maximally
skewed alpha-stable distribution are pre-computed in advance.

Fig. 2. The DDoS detection system block diagrams.

These values are stored in the FPGA lookup tables of size
64K x 20 bits.

Algorithm 1 Algorithm for estimating the Entropy of packet
streams [6] .

Initialize data sketch (y1, . . . , yk) =
(0, . . . , 0) .
Set the counter Y = 0,dt = 1.
For t = 1 to T

Update the counter Y = Y + dt.
Seed the PRNG with it.
For j = 1 to k

Generate Rj (it) ∼
F (x; 1,−1, π/2, 0)
Update yj = yj +Rj (it)× dt.

At time t = T, set yj = yj/Y for j =
1, · · · , k.
Return Ĥ(p) = − log

(
k−1

∑k
j=1 exp (yj)

)
.

For each incoming packet, the raw packet data are extracted
from the packet header parser. Then, the 2-Universal hash
function is used to generate k different random values based
on a particular packet header, such as, the IPv4 source address.
Those values are used as indexes to look up the tables
for the random numbers with the alpha-stable distribution.
Subsequently, the k-dimensional data sketch (y1, . . . , yk), il-
lustrated as the Data Collector module in Figure 2, is updated
accordingly. At the end of the observation interval, the statistic
counter and data sketch are processed by the Python-based
Abstraction Layer in the CPU. The choice of k = 4 is
chose for this Proof-of-Concept design. After updating the k-
dimensional data sketch (y1, . . . , yk) in the Data Collector,
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Algorithm 2 Pseudo codes [14] to generate the random vari-
able R (it) with maximally skewed alpha-stable distribution
of F

(
x; 1,−1, π2 , 0

)
.

Generate two random numbers U1, U2 ∼
Unif(0, 1) with seed of it independently.
Let W1 = π(U1 − 1

2 ) and W2 = − logU2.
Return R (it) =

tan(W1)
[
π
2 −W1

]
+ log

(
W2

cosW1
π/2−W1

)
.

packet is forwarded to the egress port.

B. Control Plane

The recurrent neural network (RNN) is widely used to
process sequential data streams [17]. Long short-term memory
(LSTM) model is a particular variant of RNN. The LSTM
cell is designed in a smarter way to overcome the vanishing
gradient problem by using an input, output, and forget gate
without changing the excitation function. Therefore, it is also
extensively applied in the cyber security applications to detect
network traffic anomaly [18], [19], [20].

The system software fetches the k-dimensional data sketch
(y1, . . . , yk), through the ioctl calls. Then, these features are
processed and aggregated based on the predefined observation
interval4T . The control plane CPU is in charge of computing
the estimated entropy value Ĥ by using a log-mean estimator
[6].

As shown in Figure 2, the system utilizes the LSTM-RNN in
software as the key module for the detection of DDoS attacks.
The simple LSTM model is instantiated with one input/output
layer and two hidden layers. It is trained based on the selected
features, including packet size distribution counters, estimated
entropies of source and destination IP addresses and TCP
ports, protocol, and the packet length. As shown in Figure 3,
at a given time T , there are total of ten time steps of feature
collections sent to the LSTM module.

Fig. 3. At a given time T , there are total of ten time steps of feature collections
sent to the LSTM module.

IV. EVALUATION

A. Data Set

The evaluation is conducted based on the CAIDA 2007
DDoS [21] network traffic traces. This one-hour data set only
contains attack traffic to the victim and responses from the

victim. Therefore, we further take other traffic traces from
MAWI Working Group Traffic Archive (MAWI 2019, 2015,
and 2007) [22] as the background network traffic and merged
each of them with the DDoS attack traffic for training and
testing purpose. There are two sets of traces; each consists of
ten 15-minute long packet files for 10-fold cross validation.

B. Performance

According to the pre-defined observation interval 4T , the
raw merged packet traces are further processed to obtain four
features of the estimated entropy values on selected header
fields, including source, destination IP addresses, and TCP
ports. Besides, statistic counters of packet numbers in eight
different ranges of packet length are also provided.

Fig. 4. The 15-minute entropy values of selected features on the merged
(CAIDA DDoS 2007 and MAWI 2007) network traffic trace. The high-lighted
gray area, starting at time of 13:08:31, represents the period of DDoS attack.

Figure 4 presents the 15-minute entropy values of selected
features on the merged network traffic trace. The high-lighted
gray area represents the period of DDoS attack.

These feature sets, arranged in a time series, are labeled with
four different levels of granularity (normal, likely, suspicious,
and attack) in one-hot encoding. The purpose is to avoid
inaccurate detection due to the transitions from normal to
attack in the time series data for the LSTM model. We adopt
the 10-fold cross validation to evaluate the proposed detection
system. Table I presents the evaluation results based on two
different time-step configurations.

C. System Test

As shown in Figure 5, the FPGA synthesis results only
consume 37% of the LUT resource. Compared to that of the
original NetFPGA reference switch design, a 27% increase
in the LUT is due to the lookup table needed. The data
plane hardware, designed based on the system clock of 6.25ns
in Verilog HDL, is capable of processing network traffic at
40Gbps wire-speed throughput. We further conduct the testing
in the lab environment, as shown in Figure 6. A new set of 1-
hour long packet trace (MAWI 2019) is prepared and merged
with the CAIDA 2007 DDoS trace. In this traffic trace, two
DDoS attacking scenarios are inserted at different times. The
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TABLE I
THE PERFORMANCE OF DDOS ATTACK DETECTION BASED ON THE 10-FOLD CROSS VALIDATION WITH TWO DIFFERENT TIME STEP CONFIGURATIONS.

Time Steps Label Precision (%) Recall (%) F1 Score (%) Accuracy (%)
6 Normal 100 97.83 98.49 94.34

Attack 93.26 100 96.43
10 Normal 99.65 96.69 98.14 96.63

Attack 91.08 100 95.11

Fig. 5. The FPGA hardware utilization.

Fig. 6. The system testing configuration and network environment.

packet trace is then replayed from Host 1 and destined to Host
2 through the proposed detection system. As shown in Figure
7, the proposed system can successfully identify the attacks in
two high-lighted red areas.

V. CONCLUSION AND FUTURE WORK

This paper presents an implementation of sketch-based
entropy estimation with LSTM-RNN in the NetFPGA-10G
SUME platform. Clifford and Cosma’s method [6] is adopted
by using table-lookup to estimate the entropy of selected
header fields in real-time for the DDoS attack detection.
The proposed system can achieve 40Gbps wire-speed packet

Fig. 7. The DDoS detection system block diagrams.

processing capability. Several real-world traffic traces are
prepared for system performance testing and verification. The
results show that the proposed approach can detect the DDoS
attack effectively. We plan to further explore the design space,
especially on optimizing the size of the lookup table for more
applications of high-speed network anomaly detection in the
near future.
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