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Abstract—Gait anonymization helps prevent the identification
of people by gait recognition systems using videos uploaded to
social media. Our current gait anonymization approach is to
first modify the silhouette of the gait sequence and then transfer
the colors of the skin, hair, clothing, etc. in the original gait
images to the modified gait images to produce a final RGB
anonymized gait image sequence. Since users typically care about
the quality of the generated videos as they want to share them
with family and friends in addition to caring about privacy,
the generated videos should contain color images that are sharp
and finely textured. Existing anonymization models are unable
to produce such images. In this paper, we focus on color transfer
while maintaining anonymization. This is challenging because
the original gait images may consist of multiple colors, the
modified gait differs from the original one, there is no real
ground truth anonymized gait, and it may be difficult to exactly
separate the foreground colors from the background colors in
the original gait images. To overcome this problem, we propose
transferring the colors without using ground truth and without
extracting the colors in the original gait images. In this model,
the overlapping region between the two gaits is first located, and
the colors in that region in the original images are transferred
to the modified images. The colors in the remaining region
are interpolated from the color in the overlapping region, so
the colors in the overlapping and non-overlapping regions are
coherent. Quantitative and qualitative experiments demonstrated
that the proposed model is more effective than our previous
models with no reduction in anonymization.

Index Terms—Gait; biometric trait; security; gait anonymiza-
tion; deep learning

I. INTRODUCTION

A person’s image in a video sequence can reveal various
kinds of privacy-sensitive information [1], and rapid advances
in gait recognition have made gait important biometric infor-
mation. This has increased the risk that videos uploaded and
shared on social media will be maliciously exploited to gen-
erate fake videos or obtain personal information. Anonymiz-
ing gait while maintaining naturalness is one approach to
preventing the identification of people by gait recognition
systems using videos uploaded to social media. It comprises
two main tasks, as shown in Fig. 1: anonymization and
color transfer/colorization. Though the anonymization prevents
gait recognition systems from identifying the target person,
visible artifacts remaining after color transfer/colorization are
an important concern, especially if the anonymized video is
to be shared.

Our group previously proposed two models for anonymizing
RGB gaits. We define a complete silhouette as a seamless
silhouette and an incomplete silhouette as a silhouette with one
or more parts of the body missing. Incomplete silhouettes are
caused by the foreground extraction process and occur when
the color of the body part is similar to the background color or
the gait is partly occluded by another object. This is because a
ton of foreground extraction algorithms rely on the difference
between the background and foreground colors [2], [3], [4],
[5], [6]. Our first model [7] works well on complete silhouettes
but is unable to generate a seamless gait from incomplete
silhouettes. Our second model [8] overcomes this drawback.
However, the colorization algorithms in both models cannot
generate images that are sharp and finely textured, especially
when the silhouettes of the original gait are incomplete or a
color is unseen in the training data. This is because the colors
in the original gait image must be extracted, which may be
difficult for incomplete silhouettes, or because artificial ground
truths are used to train the model.

We have now focused on improving the second task (color
transfer/colorization), as indicated by the red dashed rect-
angular box in Fig. 1. In this paper, we present a model
that can generate sharp and finely textured RGB anonymized
gait images from the RGB original gait images and binary
anonymized gait images without using ground truths and
without extracting the colors of the original gait from the
background. Our model includes one encoder followed by
one decoder. The model takes the original gait image and
the binary anonymized gait image at each frame of the two
gait sequences as inputs. The RGB original gait images are
captured along with the background from the raw video,
and the binary anonymized gait images are generated by the
anonymization network (Task 1 in Fig. 1) introduced in our
previous report [8]. Because we aim at color transfer while
preserving the shape of the anonymized gait, the output of the
decoder is pixel-wise multiplied by the binary anonymized
gait image to force the network to reform the shape of output
to that of the binary anonymized gait. To reduce the visible
artifacts in the final results, we use a loss function that matches
the output with the original gait instead of an artificial ground
truth. Since the shapes of the output and original gait are not
the same, the loss function is aimed at preserving the colors in
the overlapping region between the two gaits and interpolating
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Fig. 1: Flow chart of our previous gait anonymization models. This study focused on Task 2: color transfer/colorization.

the colors of the remaining region so that coherent colors and
textures are retained between the two regions.

We evaluated the proposed model on the CASIA-B gait
dataset [9] both qualitatively and quantitatively. For quantita-
tive measurement, we used three metrics: structural similarity
(SSIM), peak signal-to-noise ratio (PSNR), and success rate.
SSIM and PSNR are widely used to measure the quality of
generated images while the success rate is used to measure
anonymization success. The quantitative and qualitative ex-
periments both demonstrated that our model is more effective
than our previous model at transferring the colors from the
original gait images to the binary anonymized gait images
while preserving anonymization success.

After discussing related work in Section II, we describe the
proposed model in Section III and present the results of our
experimental evaluation in Section IV. We summarize the key
points in Section V.

II. RELATED WORK

A. Gait Recognition

The human gait, i.e., the pattern of walking, has become an
important biometric trait that can be used to identify people at
a distance [10], [11], [12]. Previously proposed gait recogni-
tion methods can be divided into two main approaches: model-
free and model-based methods. The model-based methods
extract the gait feature on the basis of dynamic or static
parameters of body parts while the model-free approaches
use silhouette information. The model-free approach is more
robust to low-resolution videos and has lower computational
cost. We therefore used the model-free approach to evalu-
ate the anonymization performance of our existing models.
Specifically, we used a widely used gait identification method
introduced by Zheng et al. [13]. They used a gait energy image
(GEI) computed from the average silhouette of one gait cycle
[10]. Fig. 2 shows an example of silhouettes of one gait cycle
and its GEI. They applied a view transformation to the GEI
to transform the viewing angle of the probe gait to that of the
gallery gait. After applying the view transformation to these
gaits, they computed the similarity between them and used it
as the distance between them.

Fig. 2: Images on the left represent silhouettes of one gait
cycle while that on the right is the gait feature.

B. Gait Anonymization

Our group has conducted several studies on anonymizing
gait while retaining naturalness in the generated videos [14],
[7], [8]. Two of them were reported on RGB gait datasets.
In the first study, we introduced an anonymization network
and a color transfer algorithm. The anonymization network
anonymizes the binary gait on the basis of the gait’s contour,
and the color transfer algorithm transfers the colors in the
original gait images to the binary anonymized gait images
by using the nearest neighbor color. Although the naturalness
of the anonymized gaits generated from complete silhouettes
were preserved, anonymized gaits generated from incomplete
silhouettes looked unnatural.

To overcome this drawback, we introduced another gait
anonymization model [8] based on the deep convolutional
generative adversarial network (DCGAN) [15] architecture
and trained on complete silhouettes to generate the unbroken
anonymized gait regardless of the silhouette quality of the
original gait. The colorization network used to transfer the
colors of the original gait images to the binary anonymized
gait images was trained by minimizing the loss function
between the model output and the ground truth. Ground truths
were created using our first model. However, the colorization
network was unable to generate sharp and finely textured
colors due to artifacts in the ground truth.

C. Human Garment Generation

Deep neural networks have achieved success in a wide range
of areas [16], [17], especially in transferring the garments in a
reference image to a target image. Lassner al.[18] introduced
a model for generating images of people wearing arbitrary
clothing given a body pose image, therefore, their model does
not guarantee coherence among the frames of a gait sequence.
Motivated by the growing popularity of online shopping, Han
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et al. [19] developed a method for overlaying the clothing
in a product image on a person in a query image while
Neuberger et al. [20] created a model for synthesizing a new
image composed of various selected items of clothing to help
a customer compare outfits and choose an attractive one.

There have also been more relevant studies that focused on
transferring the garments from a person in a given image to
the same person in a generated image. Zhao et al.’s model [21]
and Ma et al.’s model [22] are aimed at generating an image
of a person from a desired viewpoint or in a desired pose
from a static image containing that person while keeping the
clothing the same. To transfer the clothing from the original
image to the generated pose, they combined the U-net convo-
lutional network for biomedical image segmentation [23] with
a discriminator that distinguishes between the original and
ground truth image pair and the original image and generated
image pair. However, in the anonymization problem, there is
no real ground truth. Raj et al. [24] presented an algorithm for
transferring the clothing of a person in a reference image to
another person in the target image while preserving the shape
and pose of the target person. After a segmentation process
is applied to the reference and target images, the color of the
clothing is disentangled from the body pose for each body
part. The clothing segmentation of the reference person and
body part segmentation of the target person are then combined
to generate the desired image. Unfortunately, this algorithm
cannot be applied to our problem since we cannot segment
the binary anonymized images into body parts.

III. MODEL

In this section, we present our new model for transfer-
ring colors from an RGB original gait image to a binary
anonymized gait image as part of the gait anonymization
approach. Given an RGB image xrgb containing the original
gait and an image xbi of the binary anonymized gait, our model
generates an image containing a gait that has the same shape
as the gait in xbi and is overlaid by the colors (including
those of the skin, hair, clothing, etc.) on the gait in xrgb.
Due to the color similarity between the original gait image
and the generated gait image, after applying our model to all
frames in the gait sequence, we expect to obtain frame-by-
frame coherent colors in the final video.

In our previous gait anonymization models, the performance
of the colorization task depends on the the color of the
original gait extraction process [7] or the quality of the
artificial ground truth [8], which results in artifacts in the final
video. The newly proposed model overcome this limitation by
capturing the RGB original gait without separating it from the
background, comparing the color of the output with that of the
captured original gait image, and using it to optimize model
performance. We present our model architecture in subsection
III-A and explain the loss function used to generate the color
and texture details of the original gait image in subsection
III-B. After obtaining RGB anonymized gait images, we apply
the post-processing introduced in previous reports [8], [7] to

produce the final video containing the RGB anonymized gait
with the original background.

A. Network Architecture

Since our model is aimed at overlaying the colors of the
original gait image on the binary anonymized gait image, the
model should ideally take the original gait image without
the background and the binary anonymized gait as inputs.
However, in some cases, the foreground cannot be exactly
extracted from the background, e.g., when the silhouette is
incomplete. This problem is overcome by taking the original
gait image with the background and the binary anonymized
gait image at each frame of the two gait sequences as inputs.
The network architecture of the proposed model is shown in
Fig. 3

A pre-trained YOLO model [25] is used to detect the
position of the original gait in the raw video, and then the
gait is cropped along with the background. Next, zero padding
is added around the cropped image to create a square image
with sides equal to the height of the cropped image, and all
images are then resized to the same size. A binary anonymized
gait sequence is produced using our previous RGB gait
anonymization model [8], which is based on the DCGAN
[15] architecture and can generate a seamless anonymized gait
regardless of the quality of the original silhouette. First, our
model concatenates the two inputs and then compresses the
information therein by using a convolutional encoder followed
by a fully connected hidden layer. Next, a convolutional
decoder decodes the encoded feature map of the hidden layer.
Our aim is to transfer color while preserving the gait pattern
of the anonymized gait. In other words, the shape of the final
gait should match that of the binary anonymized gait. To this
end, the output of the decoder is pixel-wise multiplied by the
binary anonymized gait to obtain the final output.

Different from the colorization network in our previous
model [8], the convolutional encoder in our new model is
placed before the fully connected layer in order to compress
more of the input information into the hidden layer and
thereby make the layer more informative for the decoder.
Moreover, the pixel-wise multiplication has been moved from
the beginning of the network to the end. This was done because
the ground truth is not used in the loss function, so applying
the pixel-wise multiplication to the decoder output forces the
network to reform the shape of the output to that of the binary
anonymized gait.

B. Loss Function

We define the center region as the overlapping region
between the two input gaits and define the edge region as
the region belonging to the binary anonymized gait but not
belonging to the center region. The center region is located by
applying a morphological operation to the binary input image
xbi, and the edge region is located by subtracting the center
region from the binary input image, as illustrated in Fig. 4.
Because the binary anonymized gait is obtained by modifying
the shape of the original gait while keeping the same phase,
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Fig. 3: Network architecture: The encoder compresses the input information into the hidden layer, and the decoder decodes
the feature map of the hidden layer. Pixel-wise multiplication reforms the shape of the decoder output to that of the binary
anonymized gait.

Fig. 4: Reconstruction loss LRec matches the center region of the RGB original gait image to that of the output while style
loss LStyle matches the center region of the RGB original gait image to the edge region of the output.

our network tries to reconstruct the color of the center region
and then interpolate the color of the edge region from that
of the center region. Our model is trained by minimizing an
objective function that includes two terms, reconstruction loss
and style loss, in order to construct the color of each region.
The loss function is described in detail in the rest of this
subsection.

1) Reconstruction Loss: Reconstruction loss is used to
transfer the color in the center region of the RGB original
gait image to that of the binary anonymized gait image. As
shown in Fig. 4, a center mask is first created by applying a
morphological operation to the binary input image. The center
region of the RGB input image and that of the model output

are then computed by pixel-wise multiplication between the
center mask and each image, respectively. The l1 loss used to
match the two regions is formulated as follows.

LRec = ||Mp(xbi)� xrgb −Mp(xbi)� Φ(xrgb, xbi)||1, (1)

where Φ is the color transfer network, Mp(·) is the mor-
phological operation, xrgb is the RGB original gait image,
xbi is the binary anonymized gait image, and � is pixel-wise
multiplication.

2) Style Loss: Our task now is to generate the color in the
edge region so that it is coherent with the color in the center
region. In other words, we need to design a loss function so
that the network can capture the color style of the center region
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and transfer that color to the edge region. Inspired by the
success of Gram matrix loss introduced by Gatys et al. [26]
in generating beautiful stylized and textured images and its
use in several studies [27], [28], we used this loss to generate
the color in the edge region. We denote Fi as the vectorized
(flattened) feature map of the i-th channel of input image x.
The Gram matrix of x is defined as the inner product between
such feature maps.

Grij(x) = 〈Fi, Fj〉 =
∑
k

FikFjk (2)

where k is the element of each channel.

Fig. 5: Masks with the same size as the two input images were
used to compute the style loss.

Because the center and edge regions may include all body
parts and the color may differ among body parts, we divide
these regions into patches. We create 32 masks with the same
size as the input images, as shown in Fig. 5, to extract patches.
The center and edge regions are pixel-wise multiplied using
each mask one by one in order to find the pair of nearest
patches, one in the center region and one in the edge region.
The color of each patch in the edge region is generated on the
basis the color of the nearest patch in the center region. This
is enabled by training the model to match the Gram matrix
values of these two patches. Since the number of pixels in
these two patches differs, the Gram matrix is normalized by
dividing it by the number of pixels in each patch. The style loss
function is computed by summing the Gram matrix matching
of all pairs:

LStyle =
∑
l

|| 1

Ml
Gr(Mp(xbi)� xrgb �ml)

− 1

Nl
Gr((xbi −Mp(xbi))� Φ(xbi, xbi)�ml)||1,

(3)
where Ml and Nl are the numbers of pixels in each patch
(center and edge, respectively), and l is the index of the mask,
l-th ml.

The number of pixels in each patch is computed using

Ml =
∑
p

(Mp(xbi)�ml) (4)

Nl =
∑
p

((xbi −Mp(xbi))�ml) (5)

where p is the element of each patch.

IV. EVALUATION

We evaluated our proposed model experimentally using
the CASIA-B gait dataset [9]. This dataset contains 110 gait
sequences for each of 124 individuals recorded at 11 viewing
angles (0◦, 18◦, . . . , 180◦). We evaluated the model both
qualitatively and quantitatively in comparison with the baseline
introduced in our previous study [8]. We used three metrics
for the quantitative evaluation: SSIM, PSNR, and success rate
of anonymization. We divided the dataset into three non-
overlapping groups. The first group (30 individuals; 3300
sequences) was used to train the baseline. The second group,
(50 individuals; 5500 sequences) was used to train the gait
identification system proposed by Zheng et al. [13], which
is briefly summarized in subsection II-A. The last group (44
individuals; 4400 sequences) was used as a test set to evaluate
the proposed model compared with the baseline. To investigate
the effect of the proposed model on different kinds of data, we
defined four subsets in the test set: an incomplete silhouette set
containing incomplete silhouette gaits, a complete silhouette
set containing complete silhouette gaits, a plain color set
containing images in which clothing with one color overlays
the gait, and a textural color set containing images in which
clothing with multiple colors overlays the gait.

A. Qualitative Evaluation

Figs. 6 to 8 show the images generated by the proposed
and baseline models for a variety of viewing angles. A visual
comparison between the results for the two models on the
plain color set is shown in Fig. 6. It demonstrates that while
both models can transfer a plain color, the color generated by
the proposed model looks more similar to the original color.
A visual comparison of the results for the textural color set
is shown in Fig. 7. It shows that the baseline model produced
blurry and coarse images while the proposed model captured
the finely textured color in the RGB original gait images and
transferred it to the generated images. The baseline model was
trained using a loss function that matched the network output
with the ground truth, which contained artifacts. In contrast,
the proposed model was trained using a loss function that
matched the output with the actual gait. In other words, the
proposed model compared the generated color and the real
color, while the baseline model attempted to minimize the
distance between the synthesized color and the artificial color.

A visual comparison of the results for the complete silhou-
ette set are shown in Figs. 6, 7a, and 7c. The images generated
by the proposed model are better than those generated by the
baseline, especially for the textural color set (Figs. 7a and 7c).
A visual comparison for the incomplete silhouette set is shown
in Fig. 8. For the baseline model, we trained the network on
complete silhouettes and used this pre-trained model to col-
orize the binary anonymized gait images because it is not easy
to create the ground truth when the silhouette is incomplete.
This led to artifacts in the baseline-generated images when the
color to be transferred was not included in the training data.
In contrast, the proposed model used the reconstruction and
style loss functions to match the output image colors with the
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(a) 90◦

(b) 144◦

Fig. 6: Images generated by proposed and baseline models on
plain color set. Top rows are RGB original gait images, second
rows are binary original gait images, third rows are binary
anonymized gait images, and fourth and fifth rows are color
transfer results by baseline and proposed models, respectively.

original image colors. Therefore, the proposed model can be
trained on both incomplete and complete silhouette gaits. This
leads the proposed model can generate images with either a
plain color or a finely textured color regardless of the quality
of the original gait silhouettes.

B. Quantitative Evaluation

Two of the metrics we used, PSNR and SSIM, are com-
monly used to measure the similarity between two images.
We used them to compare the quality of the images generated
by the proposed model with that of the ones generated by
the baseline model. PSNR is computed on the basis of the
pixel-level mean square error, which measures the difference
between corresponding pixels. SSIM [29] is used to assess the
structural similarity between images by independent compar-
isons of three image characteristics: luminance, contrast, and
structure. Both metrics are commonly used quality measure-
ments and widely used in image reconstruction [24], [30]. We

(a) 36◦

(b) 72◦

(c) 72◦

Fig. 7: Images generated by proposed and baseline models
on textural color set. Top rows are RGB original gait images,
second rows are binary original gait images, third rows are
binary anonymized gait images, and fourth and fifth rows
are color transfer results for baseline and proposed models,
respectively.
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(a) 90◦

(b) 126◦

Fig. 8: Color transfer results for proposed and baseline models
on incomplete silhouette set. Top rows are RGB original gait
images, second rows are binary original gait images, third rows
are binary anonymized gait images, and fourth and fifth rows
are color transfer results for baseline and proposed models,
respectively.

computed these metrics for each pair of images, the generated
image and the original image. Table I shows the results for the
plain and textural color sets. It shows that the proposed model
was more effective than the baseline one in color transfer for
both sets. This is consistent with our qualitative evaluation.

As shown in the qualitative evaluation, the proposed model
can generate the natural color even if the silhouettes of
the original gait are incomplete, whereas the baseline model
generates results that look like artifacts. This is consistent
with the comparison in Table II, which presents the results
of the quantitative evaluation for the complete and incomplete
silhouette sets. These results demonstrate that the proposed
model is robust against the quality of the silhouettes of the
original gait.

The third metric was the success rate of anonymization,
which is the ratio of the number of anonymized gaits that

TABLE I: PSNR and SSIM of baseline and proposed models
for plain and textural color sets.

Method PSNR SSIM
Plain color Textural color Plain color Textural color

Baseline 24.2417 23.6273 0.9062 0.8970
Proposed 24.7302 24.2822 0.9142 0.9065

TABLE II: PSNR and SSIM of the baseline and proposed
models for complete and incomplete silhouette sets.

Method PSNR SSIM
Incomplete
silhouette

Complete
silhouette

Incomplete
silhouette

Complete
silhouette

Baseline 23.9494 24.1035 0.9047 0.9042
Proposed 24.4664 24.8346 0.9126 0.9094

were not correctly identified by the gait recognition system
and the total number of anonymized gaits. The success rates
for the two model were completely the same for every viewing
angle and ranged from 79.04% to 93.61% depending on the
viewing angle. That is, the success rate remained the same
after the color of the anonymized gaits was changed.

V. CONCLUSION

We have introduced a model for color transfer in gait
anonymization that overcomes the limitations of two previ-
ously reported models: an inability to generate natural output
when the original gait silhouettes are incomplete and an
inability to produce a sharp color, especially a finely textured
color. The proposed model was trained using the loss function
that includes two terms: reconstruction loss and style loss.
The first term is aimed at constructing the color of the center
region while the second term is aimed at generating the color
of the edge region so that the colors between two regions are
coherent. We conducted extensive qualitative and quantitative
evaluations on four sets of data: plain color, textural color,
incomplete silhouettes, and complete silhouettes. Both evalu-
ations demonstrated that the proposed model is more effective
and more robust against silhouette quality for color transfer
while preserving the success rate of anonymization.
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