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Abstract—Recently, new formats like HDR10 and Dolby Vision 

have emerged and become the popular choice for delivering HDR 

content. HDR10 uses a bit-depth of 10 to quantize the data after 

applying a non-linear transformation operator known as the 

perceptual quantizer (PQ). It has been known that at this 

precision of just 10 bits, banding artifacts can be observed in the 

lower luminance regions. However, in general, HDR10 has good 

visual quality on HDR displays and is widely recognized by the 

display makers and content developers. This paper evaluates the 

accuracy of the content encoded in HDR10 format, especially 

when the dynamic range is high.  It is observed that the accuracy 

of HDR10 is low when there are extremely dark and bright 

regions in the image. Therefore while it is the right choice for HDR 

display, other formats should be used to preserve the original 

dynamic range for applications such as machine-based analysis 

and tone-mapping for LDR display. We also propose a dual-layer 

codec using companding, which resolves the known drawbacks of 

two-layer backward compatible formats. The proposed format 

does not require metadata for the reconstruction of the HDR 

image, and therefore its decoding function has a low 

computational cost. Moreover, its encoding accuracy is higher 

than HDR10 and the existing state of the art popular formats like 

JPEG-XT and HDR-MPEG.  

 

Keywords: HDR10, Dolby Vision, Dual Layer Codec, Non-

linear Quantization, Perceptual Quantizer 

  

I. INTRODUCTION 

High dynamic range (HDR) images capture all regions of the 

scene with high precision and therefore show the dark and 

bright areas with much higher accuracy than the standard low 

dynamic range (LDR) images. The high precision of HDR 

pixel intensity values requires a higher bit-depth for encoding 

as the traditional formats of 24 bits per pixel do not have 

enough distinct quantization levels to store the HDR data 

accurately. HDR formats such as 96-bit TIFF, 32-bit LogLuv, 

48-bit OpenEXR, 32-bit RGBE, and 32-bit XYZE have been 

proposed to encode the raw pixel values. These formats encode 

the entire dynamic range of the image and are generally used 

as the reference, however their size is very large, and they are 

not backward compatible, i.e., they cannot be displayed on the 

traditional displays or processed using the existing codecs.  

A solution to the problem came in the form of backward-

compatible two-layer formats. For encoding in these formats, 

the HDR image is transformed into an LDR image through a 

tone-mapping process and encoded in a standard 24-bit format. 

Additional information describing the tone-mapping process, 

which can be used to predict the HDR image, i.e., to reverse 

the tone-mapping operation, is also encoded. Finally, the 

residual data, i.e., the predicted HDR image's difference from 

the ground truth, is encoded in one or more additional channels. 

The base layer, i.e., the 24-bit LDR image, is for the traditional 

displays and applications, while the enhancement layer, i.e., the 

residual data and the metadata giving information of the tone-

mapping operation, are used by HDR-enabled displays and 

applications. Different two-layer formats differ in the process 

of creating the enhancement layer. JPEG-XT, the extended 

JPEG standard, implements some of them in its various profiles. 

Two-layer formats could be handy during the transition period 

when both LDR and HDR displays are in use; however, they 

have the drawbacks of increased decoder complexity due to the 

use of metadata and relatively poor overall compression.  

To resolve the issues of the backward-compatible two-layer 

designs, some formats relaxed the restriction of backward 

compatibility, some of them increased the bit-depth of the base 

layer to 10 or 12 bits and dropped the enhancement layer, while 

some others dropped both the enhancement layer and the 

metadata. These approaches are particularly effective for the 

encoding of HDR video. The most famous recent formats, 

HDR10 and Dolby Vision, do not use the enhancement layer. 

Perceptual quantizer (PQ) is a new electro-optical transfer 

function (EOTF) used to quantize the content replacing the 

standard gamma curve. The term PQ10 refers to the content 

quantized linearly using a bit-depth 10 after applying PQ 

transformation. HDR10 uses PQ10 encoding with some static 

metadata, i.e., the metadata does not change for the entire scene 

or the video. Dolby vision uses PQ10 (or PQ12 using 12 bits) 

but allows more flexibility by using dynamic metadata 

changing with every frame. As the use of static metadata is 

restricting, a variant of HDR10 called HDR10+ is gaining 

popularity, which allows using dynamic metadata. 

HDR10 is a simple format compatible with almost all HDR 

displays. HDR10 is a display-referred format, which means 

that the encoded values represent the actual display luminance 

values. Except for some adjustments in dark and bright pixels, 

the encoded values can be rendered on display without 

processing. The format has been widely studied and accepted 

for the delivery and visualization of HDR content and is 
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undoubtedly the favorite choice for HDR display. For LDR 

display, the format is not backward compatible and requires 

tone-mapping. Here dual-layer formats become more useful as 

they contain the LDR version in the base layer and can display 

it without any additional processing.  

As for accuracy, to the best of our knowledge, there have not 

been any comprehensive studies yet comparing the single layer 

HDR10 (and Dolby Vision) with two-layer formats. This is true 

that HDR10 is intended only for the delivery of content for 

viewing, but in the applications beyond viewing where 

contents are processed by the machines (such as in scene 

analysis, medical diagnosis, and autonomous vehicle control, 

etc.), a higher level of accuracy is desirable. This work intends 

to fill this gap and presents a detailed comparison of the 

accuracy of HDR10 and different variants of two-layer formats 

with reference to the ground truth raw images. The aim is to 

determine if the precision of 10 bits (or 12 bit) per channel in 

single layer structures is sufficient for preserving the high 

dynamic range of natural scenes. In addition, we present a new 

two-layer format, which addresses some drawbacks of the 

existing two-layer formats, and include that in the said 

comparative evaluations. Unlike existing two-layer formats, 

the proposed format does not require metadata. It has a very 

efficient decoding operation, making it a preferred choice for 

real-time applications on devices that have lower 

computational and/or battery power. 

II. EXISTING TECHNIQUES OF HDR ENCODING 

This section presents some of the existing techniques used 

for encoding the HDR images and video. Traditional single-

layer raw formats, backward and non-backward compatible 

two-layer formats, and the new single-layer formats that apply 

PQ or HLG transformation before quantizing the content to the 

fixed bit-width are briefly reviewed. 

A. Traditional Raw HDR formats 

Finer details captured in HDR images require higher number 

of bits per pixel to retain precision. Floating point format is 

therefore used to encode raw HDR data loselesly with little or 

no compression. TIFF encodes uncompressed data using 96 

bits per pixel [1]. LogLuv is implemented as a part of public 

TIFF library and is a more compact format having 24 and 32 

bits per pixel [2], [3]. Industrial Light and Magic (ILM) 

introduced OpenEXR format that encodes data as 16 bits per 

channel in “half” floating-point type reserving 1 sign bit, 10 

bits for the mantissa, and 5 bits for the exponent [4]. OpenEXR 

supports 96 and 72 bits per pixel data types but 48 bits per pixel 

(16 bits per channel) is the most widely used type. Radiance 

picture format known as RBBE encodes three floating-point 

channels of the HDR data into four 8-bit integer channels [5]. 

The fourth channel is the common exponent of the rest three. 

Covering the entire visible gamut, CIE variant XYZE format 

has slightly lesser resolution than RGBE. Lossless options in 

JPEG2000 [25] and JPEG-XT [16], [17] can also be used to 

encode the raw HDR data. 

 

B. Two-layer backward compatible formats 

The basic idea behind two-layer formats is to prepare a tone-

mapped version of the HDR image and store it as the base layer 

while keeping some additional details in the enhancement layer 

[6]. This ensures backward compatibility with the existing 

LDR applications and displays. JPEG-HDR presented by G. 

Ward [7] encodes the tone-mapped image in standard JPEG 

format in the base layer, and the luminance ratio of the HDR 

and LDR versions in the enhancement layer as another JPEG 

image in the wrappers provided in JPEG. HDR-MPEG format 

by Mantiuk et al. [8] uses inverse tone-mapping functions to 

reduce the dynamic range of the enhancement layer for 

improved coding efficiency. The inverse function is generated 

in the form of a look-up table (LUT) by taking the average of 

all HDR values that map to an LDR value. The LUT is used to 

reconstruct the HDR image, and the error in this step is saved 

in the enhancement layer.  

Many variants using the above concept have been proposed 

[9-19]. Hill function was used in [9],[10] to smooth the LUT to 

reduce the enhancement layer's entropy by removing the high-

frequency noise. Using the same idea, piecewise linear 

functions [11, 12] and cubic splines [14] have been used to 

remove the noise and improve the coding efficiency. Some 

works used non-linear quantization intervals in the 

enhancement layer to improve the coding efficiency [20].  

JPEG-XT, the extended standard by JPEG, includes some of 

the two-layer formats for saving HDR images in JPEG format 

[13]. 

Some single-layer lossless formats were proposed in the past, 

but they did not get much popularity [21-23]. On the other hand, 

some works presented lossless two-layer formats by encoding 

the first or both layers losslessly using a format like lossless 

JPEG2000 [15]. 

C. Two-layer non-backward compatible formats 

In the two-layer non-backward-compatible format proposed 

by Su et al. [24], the base layer is formed using any 

quantization method, not necessarily using a tone-mapping 

algorithm. In other words, backward compatibility is not a 

design constraint in this format. The enhancement layer is 

encoded after applying a non-linear quantization algorithm. 

Parameters used in generating both layers are encoded along 

with the data for reconstruction of the dynamic range at the 

decoder. Mai et al. [25] proposed a dual-layer structure in 

which the based layer is obtained by tone-mapping, but the 

tone-mapping curve is optimized for coding efficiency while 

visual quality is not the only or the significant decision 

parameter. Dufaux et al. [26] proposed a signal splitting and 

recombination at the encoder and decoder side, respectively. 

The input image is split into the most significant bits (MSB) 

and the least significant bits (LSB), forming two layers for 

HDR transmission. A preprocessing step is used in [27, 28], 

where the input HDR image is split into two images using a 

non-linear mapping function – a monochromatic modulation 

picture and a residual picture. The modulation picture consists 

of relatively low-frequency components of the input image, 

and a residual picture represents the remaining relatively high-
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frequency components. The residual picture can be used for 

backward compatibility or to improve the compression ratio. 

For the latter case representing a non-backward-compatible 

scenario, the split images after going through some color space 

and signal format changes are encoded and transmitted to the 

decoder. At the decoder end, an inverse transformation and 

recombination of signals from the two layers are used to 

reconstruct the HDR image.  

D. HDR10, Dolby Vision, HLG and other single layer 

formats 

The Optical to Electrical Transfer Function (OETF) 

determines how the scene/image captured by a camera is coded. 

In contrast, Electrical to Optical Transfer Function (EOTF) 

determines how the coded information will be displayed on the 

screen. HDR is characterized by high luminance and wider 

color gamut (WCG). The Gamma curve, which has been used 

traditionally as the EOTF for rendering the content on the LDR 

displays is no longer capable of reproducing the content on the 

HDR displays. Dolby developed a new non-linear EOTF curve 

called the PQ, which has been widely accepted and 

standardized by SMPTE ST-2084  [29]  and ITU-R BT.2100 

[30]. PQ has been designed to cover luminance values from 

0.001 to 10,000 nits (cd/m2). Depending on the distribution 

pipeline, PQ can be coded in 10 bits (PQ10) or 12 bits (PQ12). 

The commonly used HDR10 uses PQ10 while Dolby Vision, 

which is Dolby's suite for HDR technologies, offers both 10-

bit and 12-bit modes. Encoding with 10 bits shows some 

banding issues as few codes in low luminance lie above the 

Barten's ramp [31], while 12-bit mode lies below the Barten's 

ramp for all code and produces no banding artifacts.  

Besides having a lower bit-depth, HDR10 uses only static 

metadata, which remains fixed for the entire scene. The static 

metadata includes the Maximum Content Light Level 

(MaxCLL), which represents the brightest pixel in the whole 

video stream, and the Maximum Frame-Average Light Level 

(MaxFALL), which is the maximum of the average frame 

values of the entire video stream [32]. In addition, 

characteristics of the mastering display (on which the creative 

intent was established) specified in SMPTE ST 2086 [33] 

(including display primaries, the white point, and the display 

luminance range) are included. Dolby Vision includes 

additional dynamic metadata that can change with every frame 

and is based on the SMPTE ST 2094-10 [34]. Dolby Vision 

allows YCbCr and ICpCt signal formats. When YCbCr is used 

with a bit-depth of 10, the stream becomes fully compatible 

with HDR10 players who can simply ignore the supplementary 

enhancement information (SEI) dynamic metadata. The 

metadata in HDR10 and Dolby Vision is contained in the SEI 

messages of the High-Efficiency Video Coding (HEVC) 

format [35]. 

Some other similar formats for HDR content delivery have 

been proposed recently. Philips has designed its own HDR 

delivery system using a single layer along with metadata [36]. 

It utilizes the 10-bit HEVC codec, along with Philips HDR 

EOTF and display tuning, to optimize the image's peak 

luminance. Technicolor HDR supports HDR content 

production and delivery to HDR and legacy SDR displays [37]. 

The technologies and standards used in this workflow facilitate 

an open approach, including a single layer SDR/HDR HEVC 

encoding, the MPEG standardized Color Remapping 

Information metadata (CRI) for HDR to SDR conversion, a 

Parameterized Electro-Optical Transfer Function (P-EOTF), 

and SHVC.  

Hybrid Log-Gamma (HLG) is another transfer function 

developed for camera capture (OETF) jointly developed by 

BBC and NHK Japan specified in ARIB STD-B67 [13]. Later 

ITU-R BT.2100 [30] defined display EOTF and OOTF as well. 

The HLG curve maintains compatibility with the LDR displays 

using the standard gamma curve for the lower luminance values 

and the Log curve for the higher luminance values. The term 

HLG10 is coined for the combination of HLG, BT.2100 wide 

gamut colorimetry, and quantization at bit-depth 10. Unlike PQ 

based display referred systems, HLG is a scene-referred format. 

This means that the pixel values are proportional to the scene 

intensities and are adjusted depending on the display 

capabilities and the viewing environment.  

III. NON-LINEAR QUANTIZATION USING COMPANDING 

Quantization is inherently a lossy process. Lower signal 

values suffer more percentage loss as compared to higher signal 

values in uniform quantization. One way to reduce this effect 

is to increase the number of the quantization intervals, but it 

increases the number of bits, thus increasing the data. A more 

preferred solution is to use non-linear quantization. The 

underlying idea in non-linear quantization of images is 

generally to utilize more quantization intervals for darker 

pixels where details are easier to be lost compared to the 

brighter pixels. Gamma correction and PQ are both examples 

of this. Display algorithms, such as tone-mapping operators, 

use other strategies to form the non-linear transformations for 

better visualization [38-44]. 

Companding, a short form of the term "compression 

expanding", is a non-linear technique that reduces the dynamic 

range of a signal by nonlinearly raising the amplitude of the 

weak level signals at the coder side and bringing them back to 

original values at the decoder side. Companding has been 

standardized by ITU-T G.711 and is widely used for 

compression and expanding audio (voice and unvoiced) signals. 

Besides being a non-linear process, companding does not 

require metadata to reconstruct the signal at the decoder end, 

as it is defined as a closed-form function. The compression and 

expansion functions are given below in equations (1) and (2), 

respectively. 

 

𝑦 = 𝐹(𝑥) = sgn(𝑥)
𝑙𝑛(1+𝜇|𝑥|)

𝑙𝑛(1+𝜇)
,      − 1 ≤ 𝑥 ≤ 1 (1) 

𝑥 = 𝐹−1(𝑦) = sgn(𝑦)
(1+𝜇)|𝑦 |−1

𝜇
,   − 1 ≤ 𝑦 ≤ 1     (2) 

 

where 𝜇  is a constant that determines the slope of the 

transformation curve. Performance analysis of few two layers 

codec has been done in [45]. 
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We reshape the luminance channel only using equation (1), 

while chrominance channels are left unchanged. All three 

channels are then linearly quantized, each using 8 bits per pixel. 

The quantized luminance is transformed back to HDR using (2), 

and the difference between the original and the reconstructed 

values is again quantized linearly using 8 bits per pixel and 

saved in the enhancement layer. The structure is not different 

from the existing two-layer formats, but there is no metadata 

requirement, making the decoding operation simpler. A 

disadvantage is that the first layer is not suitable for viewing on 

the LDR displays; however, the requirement of backward 

compatibility has already been dropped in many two-layer 

formats for improved efficiency and accuracy, as described in 

detail in section II-C. A detailed evaluation of the proposed 

format will be presented in the next section. 

 

IV. EXPERIMENTAL EVALUATIONS 

In this section, we evaluate the accuracy of the HDR10 

format compared to some existing two-layer formats. The two-

layer formats used in this study include JPEG-XT Profile C [7], 

HDR-MPEG [8], Khan 2016 [20], and the companding based 

scheme explained in section III. The original images in RGBE 

formats are taken as the reference to evaluate the results of 

these algorithms. The experiments are conducted using 20 

images from the HDR datasets on the accompanying disk of 

[46]. The images having a higher value of the dynamic range 

were chosen from the dataset to evaluate the systems' 

performance in relatively challenging cases. Note that the 

results shown for HDR10 also refer to the performance of the 

10-bit version of Dolby Vision, as both formats use the same 

encoding and decoding pipelines and differ only in the type of 

metadata. In the results shown here for HDR10, we assume that 

the required metadata for reconstruction of the HDR content is 

available.  

For the evaluations, the following five objective metrics 

were used: mean square error (MSE), peak signal to noise ratio 

(PSNR), signal to noise ratio (SNR), objective mean opinion 

score of quality in HDR-VDP2 metric [47], and a PSNR metric 

defined for HDR images [48]. Graphs in Fig. 1 to Fig. 5 show 

the average performance of formats on the test dataset. 

Fig. 1 shows the values of the MSE in the reconstructed 

images of the formats being evaluated. A smaller value is 

preferred. The proposed format has the lowest value improving 

57% from the second-best HDR-MPEG. HDR10 has the 

second largest MSE value after JPEG-XT. The proposed 

format performs 12X better than HDR10. 

Fig. 2 shows the average PSNR scores. An improvement of 

5.05% in PSNR is observed in the proposed system compared 

to the second-best Khan 2016. The second-lowest value 

observed is again for HDR10. The proposed codec outperforms 

HDR10 by 27%. 

Fig. 3 shows the average SNR scores of all the formats. The 

proposed codec again outperformed the remaining. There is an 

improvement of 4.69% over the second-best Khan 2016. 

HDR10 again gets the second-lowest rank and stands 25% 

behind the proposed codec. 

 

Fig. 1 Mean Square Error 

 

Fig. 2 Peak Signal to Noise Ratio 

 

 
Fig 3 Signal to Noise Ratio 

 

Fig. 4 shows the mean opinion score (MOS) obtained by the 

HDR-VDP2 metric which is determined considering the 

characteristics of the HVS [47]. The proposed format has the 

best value with an improvement of 4.94% from the second-best 

Khan 2016, while HDR10 remains the second lowest again 

trailing by the proposed codec by 8%. 

The results above clearly show that the proposed system 

outperforms the other systems by a fair margin. It can be argued 

that PSNR and SNR metrics were originally defined for LDR 

images and therefore their values are not very meaningful for 

HDR images. Another argument could be that HDR10 uses 30 

bits per pixel while other formats in the comparison use 32 bits.  
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Fig. 4 Objective Mean Opinion Score by HDR-VDP2 

 

 
Fig. 5 HDR Peak Signal to Noise Ratio 

Therefore. we conducted another set of experiments in which a 

PSNR metric especially designed for the HDR images, called 

mPSNR and implemented in the HDR Toolbox by Benterle 

[48] was used. Moreover, we included the 12-bit version of 

Dolby Vision format also in this comparison, which uses 36 

bits per pixel. The results are shown in Fig. 5. 

It can be noted that even for mPSNR both HDR10 and 12-bit 

Dolby Vision have lower scores when compared with the 

proposed codec. In fact, HDR10 scored the lowest for this 

metric.  The score of the proposed format is approximately 

equal to Khan 2016, which is around 12% higher than JPEG-

XT and HDR-MPEG, 19% higher than HDR10, and 2% higher 

than 10. 

In the above experiments, we used lossless encoding on the 

final quantized outputs of each format (except JPEG-XT) to 

compare the encoding algorithm's performance alone without 

considering other sources of error caused by lossy encodings. 

JPEG-XT is inherently a lossy format but allows a lossless 

mode. However, in lossless mode, the image size becomes very 

large, even larger than the reference HDR image size. 

Therefore, for these experiments above, we tuned the 

parameters such that its performance became comparable to the 

other two-layer formats. The quality of the base layer was set 

to 100 (the maximum) while that of the enhancement layer was 

set to 98. 

 

V. DISCUSSION AND CONCLUSION 

The paper addressed two important topics related to the 

encoding of HDR images and videos. Two-layer structures that 

got much interest from researchers over the past years lost their 

popularity due to higher decoder complexity and poor 

compression. More efficient formats like HDR10 and Dolby 

vision have become de facto industry standards for HDR 

content delivery. In this paper, it was shown that despite having 

acceptable display quality HDR10 is not as good as 2-layer 

formats. This means that if the contents are intended to be 

analyzed by machines (instead of viewing by humans) in 

applications like scene analysis, medical diagnostics, 

autonomous vehicle control, astronomical imaging, etc., then 

the contents encoded in HDR10 format might not be the right 

choice. Moreover, for the LDR display, where HDR contents 

need to be tone-mapped, the original contents should be 

utilized instead of those reconstructed from the HDR10 format. 

This is to say that the existing raw and two-layer formats that 

have much higher accuracy compared to HDR10 are still 

relevant and find their applications. Some comparisons of the 

accuracy of HDR10 and some two-layer formats were 

presented, and the latter outperformed the former, except for 

JPEG-XT, by fairly a wide margin in every objective metric 

used in the evaluations. 

The second issue addressed in this paper is related to the 

existing two-layer formats. Using the metadata requires 

handling an additional set of values and this, along with the 

prediction module, adds to the complexity of the decoding 

function. These factors restricted the application of these 

formats and were addressed in this paper. A new two-layer 

structure was presented, which uses a close form function for 

prediction and does not require metadata, which reduces the 

computational complexity. Moreover, the accuracy of the 

proposed format is better than the existing two-layer formats. 

It can be expected that through such developments, the two-

layer formats might regain their popularity, given that their 

accuracy is much higher than the single-layer HDR10 and 

Dolby Vision. 
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