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Abstract— Previous speech entrainment studies have 

shown disagreement in their findings: One group 

emphasized that acoustic entrainment predicts social 

adaptation, whereas another group emphasized that it 

predicts social maladaptation. Our study aims to resolve 

the disagreement from the perspective of emotional 

entrainment: the entrainment of positive emotions predicts 

social adaptation, whereas the entrainment of negative 

emotions predicts social maladaptation. Using a machine-

learned sentiment classifier, we estimated the probability 

of anger, disgust, fear, happiness, neutrality, and sadness 

in speech. The corpus consisted of dialogues recorded from 

29 comprehensive mental health interviews. The Jensen–

Shannon divergence was also calculated to estimate the 

(dis)entrainment. Results showed that the entrainment of 

happiness significantly demonstrated the rapport of the 

participants with their therapist. In contrast, their 

entrainment of disgust significantly demonstrated their 

social maladaptation. Our study observed social 

maladaptation to be contrastingly related to positive and 

negative emotional entrainment. Classification of speech 

from an emotional perspective could enrich the study of 

entrainment and facilitate the analysis of emotional 

communication. 

Index Terms: emotional entrainment, comprehensive mental 

health interview, machine-learned sentiment classifier, 

acoustic synchrony 

 

I. INTRODUCTION 

Speech entrainment is the phenomenon wherein each 

conversational partner adapts his/her speech behavior to 

that of the other [1]. This phenomenon is considered a 

key factor in building rapport between conversational 

partners [2]. Previous studies on acoustic speech 

entrainment have mainly classified entrainment from the 

acoustic perspective [2]–[9]. Due to this limited 

classificatory system, speech entrainment studies have 

shown disagreement in their findings [4], [10], [11]. Our 

study aims to classify speech entrainment from the 

emotional perspective to resolve this disagreement. 

Speech entrainment has been observed to encourage 

conversational partners to be cognizant of their 

similarities and feel closeness toward each other [6]. 

Studies showed that improving the acoustic entrainment 

of a robot with human participants fostered positive 

emotions during the interaction [7] and motivated them 

to talk more to the robot [8]. Therapists who displayed a 

greater degree of pitch entrainment with their clients 

were more empathic toward them during therapy [2]. 

Participants who received a greater degree of 

entrainment with respect to beat and loudness built 

better collaborative relationships with their therapist 

[12].  

On the other hand, a lack of speech entrainment 

indicated the social maladaptation of children and adults 

[3]. A lack of entrainment pertaining to conversational 

speech rate suggested severe social maladaptation 

among adult speakers. Furthermore, a lack of pitch 

entrainment during the interaction of therapists with 

children indicated the severity of their social 

maladaptation [13]. These findings indicate that 

acoustic entrainment is common and relevant to 

collaborative relationships and social adaptation [1]. 

However, a comparison of multi-lingual dialogues 

clarified that speech disentrainment is also common 

during conversation [11]. Further, a study revealed that 

speech disentrainment occurred more frequently than 

entrainment during conversation [10]. Several studies 

suggested that acoustic disentrainment, rather than 

entrainment, is predictive of collaborative relationships 

and social adaptation. For example, acoustic 

disentrainment during a game is predictive of the 

collaborative relationship between players [4]. The 

acoustic disentrainment of a couple during conflict 

illustrates their high conflict resolution skills [5].  

The disagreement in the findings of these previous 

studies may be due to their classification systems, which 

only employ acoustic perspectives (e.g., intensity and 

frequency) and omit emotional perspectives (e.g., 
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disgust and happiness). Studies on emotion showed that 

listeners intuitively perceived negative and positive 

emotions from speech [14]. Couple communication 

studies showed that the interaction of negative emotions 

during communication between couples represents a 

high risk of divorce and marital distress, whereas the 

interaction of positive emotions represents a lower risk 

of divorce and high marital adjustment [15]. These 

findings indicate that the entrainment of negative 

emotions during conversations demonstrates destructive 

relationships and social maladaptation, whereas the 

entrainment of positive emotions represents 

collaborative relationships and social adaptation. 

Based on these studies, we formulate two hypotheses: 

the entrainment of negative emotions would 

demonstrate low social collaboration and low social 

adaptation (Hypothesis 1), whereas the entrainment of 

positive emotions would demonstrate high social 

collaboration and high social adaptation (Hypothesis 2). 

Our study utilized comprehensive mental health 

interview data [12], [16], [17]. As the interviews 

focused on negative emotions [18], [19], the 

entrainment of negative emotions could be easily 

observed through them. Further, we conducted 

sentiment analysis using a machine-learned sentiment 

classifier, which labeled the emotions expressed in the 

speech with high efficiency [20]. The negative emotions 

included anger, disgust, fear, and sadness, whereas the 

positive emotion was happiness. Subtle emotions were 

labeled as neutral to avoid polarized emotional labels.  

II. METHOD  

A. Machine-learned Sentiment Classifier 

Based on a previous study [20], we used 

convolutional neural networks, bidirectional long short-

term memory networks, attention layer, and soft max 

layer as our classifiers (Fig. 1). The current databases 

were the Ryerson Audio-Visual Database of Emotional 

Speech and Song (speech only) [21] and the Surrey 

Audio-Visual Expressed Emotion Database [22]. The 

former consists of emotional speech from 12 adult male 

and 12 female actors (e.g., speech about “kids talking by 

the door” in happy and disgusted tones). The latter 

consists of emotional speech from 4 adult male 

researchers. All the speakers were native English 

speakers. The length of the speech was adjusted to 3.0 s. 

The Mel-frequency cepstral coefficients (MFCCs) were 

calculated for all the frames where the number of Mel-

filter banks was set as 40. The sample rate and hop 

length were set as 44100 and 512, respectively. Hence, 

each speech has 259 samples consisting of 40 

dimensions. When the length of a speech was less than 

3 s, the speech was repeated until the length exceeded 3 

s. 

Similarly, the deltas of the MFCCs and the delta-

deltas of the MFCCs were calculated. The MFCCs, the 

deltas of the MFCCs, and the delta-deltas of the MFCCs 

were used as the input data of the classifier (Fig. 1). 

Eighty percent of the data were training data, whereas 

the remaining were test data. All data were tied with six 

emotion labels: anger, disgust, fear, happiness, neutral, 

and sadness. Our classifier continued to learn its own 

2,952,960 parameters (Fig. 1) based on the training data, 

and repeated the learning for 250 epochs (one epoch 

involves 2,309 speeches) to classify emotion. The 

accuracy of the classifier was 0.9090 (Fig. 2, left), 

slightly outperforming that of the previous study 

(0.8282 + 0.0499). 

B. Speech Corpus 

The corpus was the same as that of the previous study 

[12]. The corpus was obtained from the Structured 

Clinical Interview for the Diagnostic and Statistical 

Manual of Mental Disorders, Fourth Edition, Text 

Revision Axis I Disorders, Non-Patient Edition [18], 

using the Japanese version [19]. The data were recorded 

at 48,000 Hz in a private room (Fig. 4). The interviewer 

was a Japanese male clinical psychologist, whereas the 

interviewees were 29 female participants (Fig. 4). We 

utilized the first 903 s of the recorded data. The first 3 s 

of the recorded data were used for noise profiles, 

whereas the remaining 900 s were selected as the 

spoken dialogue. The dialogues were automatically 

segmented into the speeches of the therapist and 

participants (Fig. 3).  

Noise was removed from the spoken dialogue 

according to the noise profiles and the speech was then 

normalized (Fig. 3). The data were then segmented by 

silences longer than 100 ms [23], [24] as inter-pausal 

units (IPUs). 

The IPUs involve the voices of both the therapist and 

the participants; hence, they were separated by speaker 

through a neural networking model [25] that was the 

same as in a previous study [26]. The training data were 

the LibriSpeech dataset [27] with 460 h of clean speech. 

After the dataset was normalized, our model learned to 

separate mixed speech data into two separated speech 

data 644,000 times and showed a speech disturbance 

ratio of 7.69. Our model then referred to the sound 

sources for the individual voices of the participants and 

therapist and separated the IPUs into therapist-voice 

IPUs and participant-voice IPUs (Fig. 3). 

To estimate the speaker’s turn, we estimated the 

numbers of moras of the IPUs of the therapist and 

participants as follows [28]. First, we generated a 

smoothed MFCC line to represent the flow of human 

voice. According to the MFCCs, we calculated the 

power of the MFCCs and the delta of the power (Fig. 2 

left upper, middle). We then multiplied the power of the 

MFCCs and the delta of the power to create a single line. 

To smoothen the line, we filtered it through a Gaussian 

filter with the window size set to 4 (Fig. 2 left lower). 

The smoothed line is defined as 
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where p is the power of the MFCCs, ∆p is the delta of 

the power, and  is the element-wise product. G( ,4) 

indicates the Gaussian filter setting with a window size 

of 4. To find local maxima, we compared the smoothed 

MFCC line score among the previous, current, and next 

times. When the current score is higher than the 

previous and next scores, the current time has a mora 

(Fig. 2 left lower): 

 

where  is the smoothed MFCC line score at time n. 

Through this calculation, all the IPUs of the participants 

and the therapist were assigned a mora number, 

including zero. 

 

 

 

MFCCs, ΔMFCCs, 

ΔΔMFCCs 
Bidirectional 

LSTM 

2-D CNN *5 Attention 

Layer 

Softmax 

Layer 

Emotions:Happiness .

10,Sadness 0.02, … 

Raw data Input data Convolutional Recurrent Attention Softmax Emotion Probability 

 

Fig. 1. Attention-based convolutional recurrent network architecture of the sentiment classifier and learning mechanism 

Note. MFCCs: Mel-frequency cepstral coefficients, ,2-D CNN: 2-Dimensional Convolutional Neural Networks, LSTM: Long short-term 

memory 

 

Fig. 2. Results of the model accuracy test and estimation of mora   

Note. The right upper figure shows the heat map of 12 MFCCs. The blue line in the right middle figure shows the 

power of the MFCCs, whereas the red line shows the delta of the power. The right lower figure shows the element-wise product 

of the power and the delta after the Gaussian filter. The dots indicate the moras. 

 

Fig. 3. Segmentation schema of spoken dialogue 

Note. IPUs: Inter-pausal units 
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Fig. 4. Interview setting 

 

To determine the speaker in the IPUs, we compared the 

numbers of moras between the IPUs of the therapist and the 

participants. If one speaker’s (e.g., the therapist’s) mora 

number is larger than that of the other at the current time (t), 

the speaker of current IPU was regarded as the therapist. If the 

number of moras was the same between two IPUs at the 

current time (t), the numbers of moras at the previous time 

(t−1) and next time (t+1) were added and compared. When 

the number of moras was still the same, we also added the 

numbers of moras from the two previous times (t−2) to the 

two next times (t+2). If the number of moras was the same 

even after summing the moras from the five previous times 

(t−5) to the five next times (t+5), we assigned no speaker at 

the current IPU(t). Through this calculation, all the speakers 

of the IPUs were classified as either the therapist, the 

participants, or none. 

When speakers were the same during consecutive times 

(e.g., t+1, t+2), the IPUs were combined. When speakers were 

different during consecutive times (e.g., t+2, t+3), we set the 

boundary at these times. Based on the boundary, we 

combined the IPUs, and series of the combined IPUs were 

regarded as turns (Fig. 1). The average number of turns per 

interview was 138.10. The average length of the turns was 

3.01 s. The moras and other acoustic features of the turns 

were estimated in the same manner as the IPUs. 

The first 2.5 s of the speeches were extracted and the first 

0.5 s were repeated, because these initial parts of the speeches 

included emotionally relevant features [29]. Several speeches 

from the therapist and participants were shorter than 2.5 s. 

These speeches were repeated until their length exceeded 3 s. 

 

C.  Measurement 

C-1. Emotions 

Each speech was assigned probabilities of six emotions 

such as anger, disgust, fear, happiness, neutral, and sadness, 

based on our classifier. The probabilities (e.g., 10.2% of 

happiness, 20.5% of anger) rather than classes of emotions 

(happiness or anger) were used to elaborate the interactions 

between the therapist and the participants. 

C-2. (Dis)entrainment 

To evaluate the entrainment of the emotions we calculated 

the Jensen–Shannon divergence (JSD) to measure the 

disentrainment between two speeches.  

JSD is defined as follows: 

 

 

 

Where ,      (1) 

                                                                                  

                                                               

where KLD is the Kullback–Leibler divergence [30]. p and q 

indicate the arrays of the scores divided by the total scores, 

which are regarded as probabilities. Furthermore, the KLD 

and JSD cannot be calculated adequately when either p or q is 

zero; hence, we added a small number (10−5) to all the scores 

to normalize them. Due to the spike-shaped distribution (Fig. 

5A), the overall shape of the distribution did not change after 

the normalization (Fig. 5B). The higher the JSD score, the 

lower was the entrainment. 

 

A 

 
B 

 

Fig. 5. Probabilities of disgust during a comprehensive mental 

health interview 

Note: Fig. 5A shows the estimated probabilities, whereas Fig. 5B 

shows the normalized probabilities. 

 

C-3. Rapport during Mental Health Interview 

The corpus included data concerning rapport, which were 

gathered through a questionnaire that used a five-point scale 

with the following six items [31]: “Did you feel that your 

point was understood?”, ”Did you feel that it was easy to talk 

to the counselor?”, “Did you feel like you could speak your 

mind?”, “Did you feel that the counselor was receptive to 

your feelings?”, “Did you feel that the counselor’s warmth 

was conveyed to you?”, and “Did you feel like you were 

familiar with the counselor?”. A high score for the 

participants indicates a high level of rapport with the therapist. 

The average of this scale was used as the rapport score, 

similar to the previous study [16]. 

C-4. Social Adaptation 

The corpus also included the Global Assessment of 

Functioning (GAF) scale [18]. The GAF scale measures how 

much a participant’s symptoms affect his/her daily life on a 

scale of 0 to 100. For example, a GAF score from 91 to 100 

indicates that participants had no symptoms and enjoyed 

JSD of disgust: 0.55 
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excellent functioning in a wide range of social activities 

because of their resources. A GAF score from 81 to 90 

indicates that they had minimal symptoms (e.g., mild anxiety 

before an examination), but they were interested and involved 

in a wide range of social activities. A GAF score from 71 to 

80 indicates that they have transient symptoms, but these are 

expected reactions to psychosocial events (e.g., difficulty 

concentrating after a family argument). A GAF score from 61 

to 70 indicates that they had mild symptoms (e.g., depressed 

mood and mild insomnia) and some difficulty in their social 

functioning (e.g., theft within the household). A GAF score 

from 51 to 60 indicates that they had moderate symptoms 

(e.g., flat affect and circumstantial speech, occasional panic 

attacks) and moderate difficulty in social functioning (e.g., 

few friends, conflicts with co-workers). A GAF score from 41 

to 50 indicates they had serious symptoms (e.g., suicidal 

ideation) and experienced serious impairment in social 

functioning (e.g., no friends, unable to keep a job) [18]. The 

GAF score was measured by the clinical psychologist. A high 

score indicates high social adaptation [19]. The GAF score 

was used as the social adaptation score. Further, participants 

whose GAF scores were 70 or less were regarded as clinical 

population [18]. Accordingly, we categorized the participants 

into clinical (n = 14) and non-clinical groups (n = 15). 

III. RESULTS 

A. Comparison of Emotional Expressions between 

Participants and Therapist 

Before we test our hypotheses, we compared the emotional 

expressions between the participants and the therapist. The 

participants’ speeches showed significantly more expressions 

of emotions such as angry, fear, and sadness during the 

interview than the therapist’s speeches (Table I). In contrast, 

the therapist’s speeches showed significantly more 

expressions of happiness than the participants’ speeches 

(Table I). The emotional expressions in acoustic speech were 

slightly different from the expressions conveyed through the 

face [17]. 

 
TABLE I 

 COMPARISON OF EMOTIONAL EXPRESSIONS BETWEEN PARTICIPANTS AND 

THERAPIST 
 

participant therapist JSDs 

   

 

M SD M SD M SD paired-t p 

Anger 0.77  0.11  0.60  0.08  0.18  0.05  10.13  *** 

Disgust 0.00  0.00  0.00  0.00  1.08  0.90  -1.23  n.s. 

Fear 0.09  0.05  0.06  0.02  0.67  0.24  3.09  ** 

Happiness 0.13  0.09  0.33  0.08  0.64  0.33  -12.00  *** 

Neutral 0.00  0.00  0.00  0.00  0.76  0.64  1.36  n.s. 

Sadness 0.01  0.01  0.01  0.00  0.50  0.36  3.05  ** 

Rapport 4.48  0.41  - - - -   

GAF 70.24  8.35  - - - -   

  
 Note: N = 29, ***: p < .001, **: p < .01, n.s.: not significant; GAF: Global Assessment of 

Functioning; JSD: Jensen–Shannon divergence. JSD may exceed 1. The higher the JSD score, 

the lower is the entrainment. 

B. Links between Positive Emotional Entrainment and 

Rapport 

Table II lists the correlations of emotional entrainment with 

rapport. The JSD of happiness was negatively and 

significantly correlated with rapport. In other words, the 

participant–therapist pairs with high entrainment of happiness 

demonstrated high mutual rapport (Table II). 

 
TABLE II 

 CORRELATIONS OF SPEECH EMOTIONAL ENTRAINMENT WITH RAPPORT AND 

SOCIAL ADAPTATION 

 

 
Note: **: p < .01, *: p < .05 

C. Links between Negative Emotional Entrainment and 

Social Maladaptation 

We also compared emotional entrainment between the 

clinical and non-clinical groups. As expected, the JSDs of 

disgust were significantly and positively correlated with 

social adaptation in Table II. Fig. 6 shows the comparison of 

the JSDs of disgust between the clinical and non-clinical 

groups. The JSDs of disgust were significantly lower for the 

clinical group than for the non-clinical group (t = 2.589, df = 

16.113, p = .020, N = 29). In other words, the clinical group 

showed greater entrainment of disgust than the non-clinical 

group. 

 

Fig. 6. Comparison of the JSD of disgust between non-clinical and 
clinical groups 

Note: JSD: Jensen–Shannon divergence. JSD may exceed 1. The 

higher the JSD score, the lower is the entrainment. 

IV. DISCUSSION 

A.  Negative Emotional Entrainment Demonstrating Social 

Maladaptation 

As hypothesized, we observed that the entrainment of 

disgust during the mental health interview predicted the social 

 
Rapport Social 

adaptation 

JSDs of angry -.226 -.309 

JSDs of disgust .272 .433* 

JSDs of fear -.227 -.075 

JSDs of 

happiness 

-.565** -.183 

JSDs of neutral -.197 .060 

JSDs of sadness -.333 -.204 
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maladaptation of the participants. Consistent with couple 

communication studies [15], the interaction of disgust 

predicted social maladaptation. The participants who show the 

entrainment of disgust with their therapist can show the same 

among strangers, which would worsen their social adaptation. 

In the context of disentrainment studies [4], [5], we observed 

that negative emotional disentrainment predicted social 

adaptation. 

On the other hand, the entrainment of fear and sadness was 

not significantly related to social maladaptation. In the mental 

health interview setting, fear and sadness were the main topics 

in the diagnosis of anxiety and depression [18], [19]. These 

topics might contaminate the evaluation of fear and sadness, 

indicating that their entrainment might not have been 

adequately evaluated. The entrainment of anger was not 

significantly related to social maladaptation. A previous study 

indicated that anger was related to seriousness during 

interviews [17]. Hence, the seriousness of the participants and 

therapist might have contaminated the evaluation of anger. 

Another dialogue corpus is required to clarify the association 

of these negative emotions with social maladaptation. 

 

B. Positive Emotional Entrainment Demonstrating 

Collaborative Relationships 

We also confirmed that the entrainment of happiness during 

the interview predicted the rapport between the participants 

and the therapist. These findings are consistent with several 

previous findings [3], [6]–[8], [13]. The dialogue data in these 

studies were emotionally positive because play [3], [13], date 

[6], game [7], and chat [8] settings were positive. Hence, most 

of the acoustic entrainment in these studies could be relevant 

to the entrainment of happiness. The dialogue data from 

negative settings, such as drug counseling [2] and suicide 

assessment [9], also illustrated that acoustic entrainment was 

related to collaborative relationships. Our findings indicate 

that the entrainment of happiness could be observed in these 

dialogues and was related to collaborative relationships. 

On the other hand, the entrainment of happiness did not 

predict social adaptation. Our study measured social 

maladaptation [18], [19], which is more likely to be related to 

negative emotions. Measurements focused on social 

adaptation, such as social support and self-esteem, need to be 

performed in future studies. Further, couple communication 

studies were helpful to evaluate the daily social adaptation 

among couples [15]. 

 

C. Limitations 

Our study has four limitations. First, our study involved 

only male–female dialogue; hence, our findings cannot be 

generalized to same-sex dialogue. A previous study suggested 

that female participants show a higher collaborative 

relationship with their therapist than their male counterparts 

do [16]. Future studies need to include same-sex dialogue. 

Second, our experimental design involved facial interaction 

between the therapist and the participants, but the interaction 

was not controlled. As the interaction affected the 

collaborative relationship [17], future studies need to regulate 

the effects of such interactions on the relationship between the 

therapist and the participants. 

Third, our sentiment classifier was trained using a 

European speech dataset [21], [22], but it was utilized for 

Japanese speech. Considering the linguistic and cultural 

differences between the two datasets [11], the sentiment 

classifier should be trained using an Asian speech dataset. 

Fourth, the current speech corpus expressed few feelings of 

disgust. The results of our study would not be applicable in 

speech corpus with high rate of disgust expression. The 

corpus containing more disgust expressions are needed in the 

future. 

V. CONCLUSIONS 

We clarified the contrasting links between positive and 

negative emotional entrainment and social maladaptation. 

Entrainment studies, especially for close relationships [2], [9], 

[15], need to classify speech from an emotional perspective, 

because the dialogue in such communication involves not 

only information communication but also emotional 

communication. The classification of speech from an 

emotional perspective could enrich entrainment studies [2]–

[9] and facilitate the analysis of emotional communication. 
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