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Abstract—In this paper, we apply a geometrically constrained
independent vector analysis (GCIVA) method to an in-car speech
enhancement system and confirm its effectiveness in realistic
environments. Specifically, we employ GCIVA with the auxiliary
function approach and vectorwise coordinate descent (GCAV-
IVA) to enhance the target speech in in-car communication, where
multiple co-occurring speeches are recorded with a triangle mi-
crophone array. GCAV-IVA is a recently proposed geometrically
constrained blind source separation method, that has been shown
to be powerful in directional speech enhancement with a limited
number of microphones. Moreover, it is noteworthy for its fast
convergence, low computational cost, and non requirement of
step-size tuning, which makes it suitable for practical applica-
tions. However, the experiments using this method were only
conducted using simulated impulse responses (IRs). In this study
we investigates GCAV-IVA using measured in-car IRs to simulate
more realistic environments. Moreover, we apply GCAV-IVA in
a data-adaptive manner. The experimental results revealed that
GCAV-1VA significantly outperformed conventional beamforming
methods in terms of signal-to-distortion ratio.

1. INTRODUCTION

When capturing a speech using a distant microphone, the
quality of the speech degrades significantly owing to the
presence of noise and interference, thereby giving rise to a
need for speech enhancement applications in noisy environ-
ments, such as in a car. In a speedily moving car, the noise
from the engine and wind increases the difficulty of human
communication. On the other hand, multiple co-occurring
speeches reduce the speech recognition accuracy of navigation
systems. To improve the quality of in-car communication,
speech enhancement methods to denoise a captured speech
have been widely studied [1], [2], [3], [4].

For stationary or slowly varying additive noise, such as
road and wind noise, spectral subtraction is a simple and
efficient method [5]. For nonstationary noise, such as in-
terference from other passengers, beamforming is a widely
used approach [6], [7]. Considering the property that relative
positions from speakers to microphones in a car are usually
constant, constructing a beamformer that steers a beam to the
target direction to enhance the signal or a null to the interfer-
ence direction to suppress the signal is a reasonable choice.
However, this approach usually requires a large number of
microphones or training samples of both speech and noise to
achieve appreciable enhancement performance.

Other promising directional speech enhancement methods
include geometrically constrained blind source separation
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(BSS) [8], [9], which exploits spatial information to guide the
separation matrices to obtain a signal from a desired direction.
Since geometrically constrained BSS usually separates signals
using a spatial null, which is estimated on the basis of the
statistical independence of source signals, it can work with
a small number of microphones without any training sam-
ples. Geometrically constrained independent vector analysis
(GCIVA) [10], [11] is one such method, which combines the
optimization problem of IVA [12], [13] with beamforming-
based geometric constraints derived from the prior spatial
information of source signals and the sensor geometry. In
[11], a parameter estimated algorithm called GCAV-IVA has
been derived the basis of the auxiliary function approach [14]
and vectorwise coordinate descent (VCD) [15], [16], which is
noteworthy for its fast convergence, low computational cost,
and non requirement of step-size parameter. These characteris-
tics make GCAV-IVA suitable for practical applications. Fur-
thermore, owing to the well-designed geometric constraints,
GCAV-IVA can reduce the negative impact of block per-
mutation between the low- and high-frequency bands in the
auxiliary function-based IVA (AuxIVA) [17], and subsequently
achieve better speech enhancement performance. The original
paper [11] has experimentally confirmed the effectiveness of
GCAV-IVA in simulated situations. We conducted experiments
in more realistic environments. In particular, we investigated
an in-car speech enhancement system using GCAV-IVA with
a triangle microphone array, where we generated test data
using in-car impulse responses (IRs) measured under several
conditions. Besides applying GCAV-IVA, which uses a given
direction to conduct the constraints, we apply it in a data-
adaptive manner, where the spatial information is learned from
training data samples. We compare GCAV-IVA with AuxIVA
and conventional beamforming methods, including both fixed
and adaptive beamformers.

II. GEOMETRICALLY CONSTRAINED INDEPENDENT
VECTOR ANALYSIS

A. Formulation

Let us consider a determined situation where I sources are
observed by J microphones. Let z;(w,t) and y;(w,t) denote
the short-time Fourier transform (STFT) coefficients of the
signals observed at the ¢-th microphone and the j-th estimated
sources, respectively. Here, w and ¢ are the frequency and time
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indices, respectively. We respectively denote the frequency-
wise vector representation of the observations and the esti-
mated sources by

x(w,t) =
y(wvt) =

[21(w,t),...,zr(w,t)]T € C, (1)
[y1(w, t),...,ys(w, )T €C, 2)

where J = I and (-)T denotes the transpose. When the
STFT window length is sufficiently longer than the impulse
responses between sources and microphones, the relationship
between the observations and the estimated sources can be
expressed with the time-invariant instantaneous mixture model
as

Yy(w,t) = W(w)z(w,t), 3)

where W (w) = [wy(w), ..., wr(w)]™ is an T x I separation
matrix and (-)" denotes the Hermitian transpose.

IVA assumes that sources follow a multivariate distribution
and thus dependencies over frequency components can be
exploited to avoid the permutation problem. The separation
matrices W = {W(w)},, are estimated by minimizing the
following objective function

J Q

TnaW) = Y E[G(y;(1)] = D log|det W(w)],  (4)

j=1 w=1

where 2 denotes the number of frequency bins. E[-] denotes
the expectation operator and y,(t) is the source-wise vector
representation defined as

yj(t) = [yj(1>t)> s
Here, G(y;(t)) is the contrast function having the relationship
G(y;(t)) = —logp(y;(t)), where p(y;(t)) represents a
multivariate probability density function of the j-th source.
One typical choice of the contrast function is to use a spherical
multivariate distribution [12], [13], [17], which is expressed as

Ly (Q,1)]T € C2 (5)

G(y;(t) = Gr(r; (1)), (6)
i) =1y Ollz = Dy (w12 ™
Here, || - ||2 denotes the Lo norm of a vector.

Now, let us consider a geometric constraint [8] that restricts
the far-field response of the j-th separation filter estimated by
IVA in the direction 6, which is described as

Z)\ Z\w

Here, d;(w,#) is the steering vector pointing to the direction
0, c; is the nonnegative-valued constraint, and A\; > 0 is a
parameter that weighs the importance of the constraint. This
concept is used in the linearly constrained minimum variance
(LCMV) beamformer [18]. Note that (8) with ¢; = 1 forces
the spatial filter to form a conventional delay-and-sum (DS)
beamformer steering in the direction 6 to preserve the target
source whereas a small value of c; essentially creates a spatial
null towards the target direction €, aiming at suppressing
the target source and preserving all other sources. The null

(w,0) — ¢ (8)
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constraint on the target direction can also serve as a blocking
matrix (BM) [19], so that the corresponding channel can
produce a good estimate of interference and noise. Such an
estimate would have the potential benefit of better handling
under/overdetermined cases than conventional BSS methods,
making it viable for practical applications. The objective
function of the GCIVA is summarized as

JW) = Jva(W) + J.(W). ©

B. Inference algorithm with auxiliary function approach

To explore the benefits of fast convergence and non re-
quirement of a step-size parameter, the inference algorithm of
GCAV-IVA is derived using the auxiliary function approach
[20]. In this approach, the auxiliary function J+(W,V) is
designed in such a way that J(W) = miny JT(W,V) is
satisfied. Then, instead of directly optimizing the original
objective function (9), which is difficult to analytically solve,
the auxiliary function J* (W, V) is alternately minimized in
terms of W and V.

Since the geometric constraints are linear, we can simply
obtain the auxiliary function that upper-bounds (9) by com-
bining the original AuxIVA’s auxiliary function [17] with the
linear constraints:

J Q
LW RTIVARIZEIE

- log|detW(w)|} + (W), (10)

where V ;(w) is the weighted covariances expressed as

Vj(w) :E[G/R(Tj(t)) an

r;(t)
and =¢ denotes equality up to constant terms. Here, ()’
denotes the derivative operator. When using the source model
Gr(rj(t)) =r(t), V;(w) can be expressed as E[zax! /r;(t)].

The update rule for V is obtained straightforwardly by
applying (7) into (11), whereas the update rule for W is
derived by embracing the idea adopted in VCD [15], [16] that
arranges the term log | det W| with the property of cofactor
expansion. With the indices w and # omitted to simplicity the
notation, the derived update rules are summarized as follows:

m(w):cH(w)}

u; = D]-_1W_lej, (12)
’[lj = )\jCij_ldj, (13)
hj = UI;'D]'Uj7 (14)
ilj = U?Djﬂj, (15)
1 A e
——=u; +4; (if h; =0)
n, i 5
w; = \hf (16)
W{_l“' 1+‘h |2 u; +4; (0.w.).
Here, D; = V; + )\jdjd'; and e; is the j-th column of

the I x I identity matrix. Note that these update rules are
equivalent to those employed in AuxIVA when A; = 0. The
details of the derivation are available in [11] and [15].
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Fig. 1: Layout of sound sources and microphones

C. Fixed and data-adaptive constraints

Similary to the minimum variance distortionless response
(MVDR) beamformer [6], [21], there are multiple ways to
obtain the steering vector d;(w,6). In this work, we apply
GCAV-IVA with constraints conducted using two different
steering vector estimation methods. The first one is based on
the direction of arrival (DOA) under the plane wave propaga-
tion assumption with the prior knowledge of the microphone
array geometry, which we refer to as fixed constraints. The
second one is based on the eigenvalue decomposition of the
observed speech covariance matrix R;. The estimated steering
vector is given as the principal eigenvector of the speech
covariance matrix as

d(w) = PE{R,)}, (17)

where PE{-} is the operation to extract the principal eigen-
vector of a matrix. We refer to the second method as GCAV-
IVA with data-adaptive constraints since the steering vector
is estimated using the training data containing the speech
active period. Adaptive beamformers need training samples
containing both the target active period and interferer active
period, whereas GCAV-IVA needs only the target active period.

III. EXPERIMENTS

To evaluate the effectiveness of GCAV-IVA for in-car com-
munication, we conducted speech enhancement experiments
using the measured in-car IRs.

A. Datasets

We used speech signals from 10 speakers (6 males and 4
females) extracted from the ATR Japanese Speech Database
[22], which consists of 503 phoneme-balanced sentences spo-
ken by each speaker. The audio files are about 20 seconds
long. We used the triangle microphone array set at the map
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TABLE I: Experimental conditions

Number of microphones 3
Number of sources 3
Reverberation time Tgo 58 ms
DOA of the target 130°
.. 50°, 80°/
DOAs of interferers 50°, 100°
STFT flame length 1024 samples
STFT shift 256 samples
Training data length ] ]
(target/interference) 3 sec/S sec
Test data length 5 sec

TABLE II: Hyperparameters of GCAV-IVA

System # c [tgt i1 i2] | A [tgt i1 é2]
(1) fixed constraints [10.20.2] [0.1 0.1 0.1]
(2) adaptive constraints [10.20.2] [111]

lamp to record time-stretched pulse (TSP) signals played by
loudspeakers placed at the driver, passenger, and rear left/right
seats to measure the IRs in a car. The loudspeakers were placed
at the center, left-of-center, or right-of-center of seats. We
measured IRs under two conditions where all the car windows
were open and closed. The details of the car and microphone
array are shown in Fig. 1. The reverberation time (7gg) was
58 ms. This corresponds to both of open and closed windows.

We convolved the measured IRs with randomly selected
speeches and added them together to generate mixture signals
of three speakers. The target and interferers were respectively
assumed to be the driver, and passengers sitting in the pas-
senger seat and rear left or right seat. Thus, the DOA of the
target was about 130°, whereas the DOAs of interferers were
50°/80° and 50°/100°. We generated 36 test signals under
the open window condition, where only IRs measured at the
center of seats were used. For the closed window condition,
we generated 180 test signals using IRs measured at all the
positions. All the audio files were downsampled to 8 kHz. We
computed STFT using a hamming window whose length was
set at 128 ms and the window shift was 32 ms. The details of
the dataset are shown in Table L.

B. Methods and evaluation criteria

We compared GCAV-IVA using fixed and data-adaptive
constraints with AuxIVA [17], the DS beamformer, the MVDR
beamformer, and the maximum signal-to-noise (maxSNR)
beamformer [23]. These methods can be categorized into three
classes of how much prior information they need namely,
BSS, methods that need the DOA of the target, and methods
that need training samples containing the target active period
or/and interferer active period.

For AuxIVA and GCAV-IVA, we run 50 iterations to es-
timate the separation matrices, which were initialized with
identity matrices. Since AuxIVA is a BSS method, the order
of output channels is arbitrary. We evaluated outputs from all
the channels and took the best score as a result. The hyper-
parameters ¢ and A for GCAV-IVA are shown in Table II. We
used the same target active period and interferer active period
as prior information for MVDR, maxSNR beamformers, and
data-adaptive GCAV-IVA. The intervals of these periods were
5 seconds long.
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TABLE III: Average SDR, SIR, and SAR [dB] over test dataset
achieved by different method.

Method SDR SIR SAR

BSS AuxIVA 1343  20.86 1445

fixed constraints DS 0.60 0.79  17.00
GCAV-IVA(1) | 6.15 10.56  9.17

MVDR 1097 24.02 11.23

data-adaptive constraints maxSNR 1343  20.63 1445
GCAV-IVA(2) | 1425 21.70 15.19

TABLE 1IV: Average SDR [dB] under conditions where car
window was open or closed

Method closed  open

BSS AuxIVA 1295 1235

fixed constraints DS 0.52 0.58
GCAV-IVA(1) 7.35 5.84

MVDR 9.82 11.55

data-adaptive constraints maxSNR 1292 11.89
GCAV-IVA(2) | 1398 12.93

TABLE V: Average SDR [dB] under conditions where the
interferer was at rear left of right seat.

method rear left  rear right
BSS AuxIVA 13.63 13.23
fixed constraints DS 0.68 0.52
GCAV-IVA(1) 7.12 5.18
MVDR 13.15 8.79
data-adaptive constraints maxSNR 13.75 13.10
GCAV-1VA(2) 14.64 13.85

The speech enhancement performance was evaluated using
the signal-to-distortion ratio (SDR), source-to-interferences
ratio (SIR), and sources-to-artifacts ratio (SAR) [24].

C. Results and discussion

Table III shows the average SDR, SIR, and SAR scores over
the entire test dataset. We found that GCAV-IVA outperformed
baseline beamforming methods in each category, and data-
adaptive GCAV-IVA achieved the highest SDR score of 14
dB among all the methods. For methods where the DOA
of the target was known, GCAV-IVA achieved significant
improvement in terms of both SDR and SIR whereas it was
inferior to DS beamformer in terms of SAR. On the basis
of beam pattern shown in Fig. 2, one possible reason for
these results is that three microphones were insufficient to
form a sharp beam to suppress the interferers, although they
led to fewer artifacts in signals. For data-adaptive methods,
although MVDR achieved the highest SIR score, which was
about 2.5 dB higher than that achieved by GCAV-IVA, and
the performance difference between maxSNR and GCAV-
IVA was insignificant, GCAV-IVA was noteworthy in that
only the target-active period was needed as prior information.
In contrast, MVDR and maxSNR beamformers needed both
target and interferer-active periods. These results confirmed the
effectiveness of GCAV-IVA functioning for an in-car speech
enhancement system.

We then show the results under more specific conditions.
Table IV shows the results of conditions where the car window
was open or closed. To make a fair comparison, the average
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SDR under the closed condition was computed over test sig-
nals using IRs recorded in the center position. The difference
between the results under the two conditions was slight when
using AuxIVA and DS beamformer, whereas it was significant
when using other methods. Both maxSNR beamformer and
GCAV-IVA achieved higher scores under the closed window
condition whereas the MVDR beamformer performance was
good under the open window condition. Table V shows the
results under conditions where the interferer was set at the
rear left or right seat. Similarly, AuxIVA and DS beamformer
achieved comparable results under both conditions. All the
other methods achieved better speech enhancement perfor-
mance when the interferers were set at the passenger and rear
left seats. Compared with the rear right seat having close DOA
to the driver seat, the passenger and rear left seats are far from
the driver seat in terms of DOA, which is considered to be a
simpler condition for performing spatial filtering.

IV. CONCLUSION

In this study, we evaluated the effectiveness of GCAV-
IVA as an in-car speech enhancement system in realistic
environment. GCAV-IVA is a directional speech enhancement
method that combines IVA with beamforming-based linear
constraints. We applied two approaches to obtain the steering
vector, which is necessary to conduct the constraints in GCAV-
IVA. We compared the speech enhancement performance of
GCAV-IVA with those of conventional beamforming methods
and AuxIVA using in-car impulse responses measured with a
triangle microphone array. The results revealed that GCAV-
IVA outperformed all the baseline methods.
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