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Abstract—The understanding and interpretation of speech
can be affected by various external factors. The use of face
masks is one such factors that can create obstruction to speech
while communicating. This may lead to degradation of speech
processing and affect humans perceptually. Knowing whether a
speaker wears a mask may be useful for modeling speech for
different applications. With this motivation, finding whether a
speaker wears face mask from a given speech is included as a task
in Computational Paralinguistics Evaluation (ComParE) 2020.
We study novel acoustic features based on linear filterbanks,
instantaneous phase and long-term information that can capture
the artifacts for classification of speech with and without face
mask. These acoustic features are used along with the state-of-
the-art baselines of ComParE functionals, bag-of-audio-words,
DeepSpectrum and auDeep features for ComParE 2020. The
studies reveal the effectiveness of acoustic features, and their
score level fusion with the ComParE 2020 baselines leads to an
unweighted average recall of 73.50% on the test set.

I. INTRODUCTION

Speech is a natural way of human-human and human-robot

communication [1]. However, understanding and interpreting

the conveyed message via speech gets affected by external fac-

tors, such as background noise and obstruction either at speech

source or at receiver, that lead to performance degradation for

various automatic systems as well as adverse effect in human

perception.

There are various practical scenarios, where there is a

requirement of wearing face masks. For instance, the surgeons

working in operation theaters and forensic investigations are

the most common among them. In addition, the current world

situation due to COVID-191 pandemic makes most of the

people to wear face masks in their daily life. The wearing

of face mask presents an adverse external factor to speech

communication.

The face mask detection has been performed previously

to detect breach protocols in operating room using image

processing techniques [2]. However, such classification has

never been investigated using speech [3]. Wearing of face mask

may lead to increase in the vocal effort as face mask attenuates

the speech energy, which is reported in a study conducted on

oral examination data post-SARS [4]. Studies also show that

spectral properties of fricatives are affected while using face

masks [5]. We believe exploring different aspects of acoustic

1www.who.int/emergencies/diseases/novel-coronavirus-2019
2www.compare.openaudio.eu/

cues from a given speech can be helpful for detecting presence

of face mask.

Literature shows that the surgical masks have less effect

on speech understanding by human listeners [6]. A speech

recognition study [7] on data collected in surgery rooms

showed a high word error rate. Along similar direction, speaker

recognition studies are also performed with different face

masks [8]–[10]. However, it is also found that the use of face

masks does not have a large impact on speaker recognition

performance [9], [10]. Further, the identification of different

face mask types showed that most of them could not be

identified correctly [9].

The Computational Paralinguistics Evaluation (ComParE)2

challenge series devotes on spearheading novel explorations

for various paralinguistics studies [11]. It has been running

successfully for more than a decade since its inception [12].

The furtherance in the field of paralinguistics and computer

science have advanced the state-of-the-art systems for various

studies [13], [14]. The latest ComParE 2020 runs three tasks,

one of which is to find out whether a speaker is wearing a

face mask for a given speech [3]. We report the participation

of NUS team on this task of ComParE 2020 in this paper.

We consider three novel acoustic features capturing different

acoustic properties of a signal. They are linear frequency

cepstral coefficients (LFCC) [15], instantaneous frequency

cosine coefficients (IFCC) [16] and constant-Q cepstral coeffi-

cients (CQCC) [17]. The LFCC captures spectral information

using linearly spaced filterbanks, whereas IFCC captures the

instantaneous phase of a signal. On the other hand, the CQCC

features are derived using long-term constant-Q transform

(CQT). All these three acoustic features have shown their

effectiveness for different detection tasks previously [17]–

[21]. We also consider widely popular mel frequency cesptral

coefficient (MFCC) [22] feature as a contrast system and the

ComParE 2020 baselines using ComParE functional feature

set, bag-of-audio-words (BoAW), DeepSpectrum and auDeep

feature [23]–[27]. Further, we perform a score level fusion of

systems using acoustic features and the four ComParE 2020

baselines for the challenge submission.

The rest of the paper is organized as follows. Section II de-

scribes the three acoustic features studied for finding presence

of face masks. In Section III, the details of experiments are

described. The results and analysis are reported in Section IV.

Finally, Section V concludes the work.
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II. ACOUSTIC FEATURES

In this section, we discuss three acoustic features considered

to capture the artifacts for classification of speech with and

without masks. We next discuss each of them in detail.

A. Linear Frequency Cepstral Coefficients (LFCC)

The short-term processing of speech signals followed by

computation of log power spectrum is one of the most common

ways of capturing acoustic artifacts from speech signal. The

discrete cosine transform (DCT) over log power spectrum

is taken to derive the cepstral coefficients in various speech

processing application. Further, filterbanks are used to have

a compact representation of the high dimensional cepstral

features.

MFCC is one of the most widely used acoustic features that

consider triangular filterbanks with a non-linear logarithmic

mel scale, where the filters are placed densely in low fre-

quency regions [22]. This is motivated by the human auditory

perception [28]. However, the same may not be applicable for

machines to capture discriminative artifacts for classification

or detection tasks as reported in [29]. Therefore, we use linear

filterbank based features. The LFCC feature replaces the mel

filterbanks in MFCC by linearly spaced triangular filters [15].

As they focus on the artifacts uniformly along the frequency

axis, they have been found to be useful for detection tasks

previously [15]. Therefore, we consider LFCC as one of the

feature to capture the acoustic properties from speech signal

in this work.

B. Instantaneous Frequency Cosine Coefficients (IFCC)

Most of the acoustic features are derived using magnitude

of the power spectrum. We consider that phase patterns of

speech, in particular, aspirated plosives, are affected by the

mask filter material. We would like to study the use of IFCC

feature that is derived from analytic phase of a signal [16].

The issue of phase warping is avoided by using Fourier

transform properties to obtain the instantaneous frequency. The

instantaneous frequency θ′ for a signal in discrete-time n can

be derived as follows:

θ′[n] =
2π

N
Re

{

F−1

d {kZ[k]}

F−1

d Z[k]

}

(1)

where k = 1, 2, . . . ,K represents the frequency bin index,

N is the length of the narrowband signal, F−1

d indicates

inverse discrete Fourier transform and Z[k] is the discrete

Fourier transform of the analytic signal z[n], obtained from

the narrowband component of given signal [16], [30].

The DCT is then applied on the instantaneous frequency

components to obtain IFCC features3. These features carry

long range acoustic information as short-term processing is

performed only at the end to have frame-level features. As

they are derived using the phase of a signal, they show

complementary acoustic properties to many common features

obtained from the magnitude spectrum. These features have

been also successfully used for detection of spoofing attacks

and orca activity [18], [20], [31].

C. Constant-Q Cepstral Coefficients (CQCC)

We consider another aspect of acoustic property captured

by long-term processing. The CQT is a long-term window

transform [32] and is different from traditional features de-

rived by short-term processing over a window of few mil-

liseconds. It not only has a higher frequency resolution for

lower frequencies, but also a higher temporal resolution for

higher frequencies unlike the discrete Fourier transform. In

addition, geometrically distributed center frequencies of each

filter and the octaves make it unique, especially for detection

of classification tasks [17], [33]. Previous studies used CQT

to derive CQCC features that have been found effective for

detection tasks [17], [20]. We believe they can also help to

capture useful artifacts for classification of speech with and

without face mask.

We note that uniform resampling applied to CQT based

log power spectrum followed by DCT to derive the CQCC

features4. For a given signal x(n), its long-term transform

CQT Y (k, n) is computed as follows

Y (k, n) =

n+⌊
Nk

2
⌋

∑

j=n−⌊
Nk

2
⌋

x(j)a∗k

(

j − n−
Nk

2

)

(2)

where k = 1, 2, . . . ,K represents frequency bin index, Nk

are the variable window lengths, a∗k(n) denotes the complex

conjugate of ak(n), and ⌊•⌋ denotes rounding towards negative

infinity. The basic functions ak(n) are complex-valued time-

frequency atoms and are defined in [17].

Fig. 1 shows a comparison of speech with and without mask

along with their corresponding spectrogram and pyknogram.

A pyknogram is a scatter plot denoting the time-frequency

representation of instantaneous frequencies from different fil-

ters in the filter-bank [34]. We find the effect of having a

mask is not that visible at the waveform level. However, it

is observed that spectrograms of speech without mask has

more prominent energy trajectories than that in the case of

speech with mask. In addition, the pyknograms of speech with

and without masks are different, showing phase information as

another useful artifact. We believe the three features discussed

above showing different acoustic properties can capture the

attenuation in the frequency components of speech signal due

to wearing of face masks. The information thus captured has

definite potential to classify speech with and without mask.

III. EXPERIMENTS

This section reports the experiments carried out for mask

task of ComParE 2020. The database details and experimental

setup are discussed in the following subsections.

3https://ars.els-cdn.com/content/image/1-s2.0-S0167639316000364-
mmc2.zip

4http://audio.eurecom.fr/software/CQCC v1.0.zip
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Fig. 1. (a) Speech without mask, its corresponding spectrogram and pyknogram in (b) and (c); (d) Speech with mask, its corresponding spectrogram and
pyknogram in (e) and (f).

A. Database

We used the Mask Augsburg Speech Corpus (MASC)

released by organizers of ComParE 2020 for the studies [3].

The recordings are from 32 German native speakers that wear

surgical mask from Lohmann and Rauscher. The corpus is

gender balanced to have 16 male and 16 female speakers,

whose age ranges from 20 to 41 years. The recordings

are conducted in studio environment using large diaphragm

condenser microphone. Although the original recordings are

made in 48 kHz with 24 bit, the challenge participants are

provided with 16 kHz mono/16 bit version. The duration of the

corpus is around 10 hours. The data collection is made with

and without wearing masks by the participants, where they

answered some questions, read words known for their usage

in medical operation rooms, drew a picture and talked about it,

and described pictures. Further, the recordings are segmented

into small duration non-overlapping 1-second segments for the

challenge mask task to find whether a speaker is wearing mask

or not.

The collection of 1-second segments are then partitioned

into train, development and test sets, which are released for

the mask task of ComParE 2020. The labels are given for

the segments of train and development set to indicate if the

speech is recorded with or without face mask, whereas the

TABLE I
A SUMMARY OF THE CORPUS FOR MASK TASK OF COMPARE 2020.

Class Train Dev Test # Utterances

No-mask 5,353 6,666 blinded blinded
Mask 5,542 7,981 blinded blinded

Total 10,895 14,647 11,012 36,554

test set is blinded for the challenge. Different explorations

can be carried out using the train and development set to

choose the best performing systems to apply on the test set.

Table I presents a summary of the corpus released for mask

task of ComParE 2020. The unweighted average recall (UAR)

is used as metric for reporting the challenge results following

the ComParE 2020 protocol [3].

B. Experimental Setup

ComParE 2020 organizers provide four state-of-the-art base-

line systems for the mask task. Among these the ComParE

functional feature based system is the official baseline similar

to the previous editions [23]. These features are obtained using

the openSMILE5 toolkit [35], [36]. Another baseline with

BoAW features is learned using low-level-descriptors (LLD)

of ComParE feature set as well as the deltas of LDDs. The

openXBoW6 toolkit is used to extract the BoAW features

for different codebook size [24]. The third baseline with
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DeepSpectrum features generated by DeepSpectrum7 toolkit

considers a pre-trained ResNet50 model [25], [37]. Lastly,

unsupervised representation learning with recurrent sequence

to sequence autoencoders (S2SAE) are used to obtain the

auDeep features using auDeep8 toolkit that serves as the

fourth baseline [26], [27]. All the four baselines use support

vector machine (SVM) as a classifier to classify speech with

and without mask. The organizers also performed a majority

voting based fusion among these baselines that serves as the

benchmark system on the test set.

We now discuss the systems with acoustic features consid-

ered in this work. The LFCC and IFCC features are obtained

for every frame of 20 ms with a shift of 10 ms. As the speech

segments are of 1 second duration, we do not perform any

voice activity detection. The parameters for CQT followed

by CQCC feature extraction follows those given in [17]. We

consider ∆ and ∆∆ coefficients for each acoustic feature

along with the 30 static coefficients to have 90-dimensional

feature representation. The widely used MFCC features in

various speech processing applications are also considered as a

contrast acoustic feature for the study. They are extracted with

similar settings to that of LFCC, however, mel filterbanks are

used in place of linear filterbanks.

Once the acoustic features are extracted, we use Gaussian

mixture model (GMM) to build two different models of 512

mixtures each using features from speech with and without

mask for each feature [38]. The choice of GMM for this

task follows our previous work of orca activity detection [20].

During testing, for a given test speech, its respective acoustic

features are extracted and then likelihood is computed against

the two models. Finally, the test speech is classified as the

category showing a higher likelihood score.

In general, the combination of multiple systems with com-

plementary information helps to improve performance [39]–

[41]. Hence, we performed fusion of various acoustic feature

based systems as well as the four baselines in this work.

The fusion is carried out with logistic regression at score

level using Bosaris9 toolkit [42], which applies the weights of

various systems learned on the development set to the unseen

test set.

IV. RESULTS AND ANALYSIS

We re-implement the four baseline systems of ComParE

2020 mask task, and report their results in Table II. It is noted

that the results on the test set are referred from [3]. The best

configuration of each of the baseline are chosen by tuning

various parameters that are shown in bold fonts. The majority

voting based fusion of these best baselines showing UAR of

71.8% serves as the benchmark challenge performance.

We now focus on the acoustic feature based systems and

their fusion with other systems. It is noted that results on

5https://www.audeering.com/opensmile/
6https://github.com/openXBOW/openXBOW
7https://github.com/DeepSpectrum/DeepSpectrum
8https://github.com/auDeep/auDeep
9https://sites.google.com/site/bosaristoolkit/

TABLE II
COMPARE 2020 BASELINE SYSTEM RESULTS IN UAR (%) WITH

COMPARE FUNCTIONALS, COMPARE BOAW, DEEPSPECTRUM AND

AUDEEP FEATURES FOR THE MASK TASK. A COMPARATIVE ANALYSIS OF

THE FOUR SYSTEMS WITH DIFFERENT PARAMETERS THAT INCLUDE C :
COMPLEXITY PARAMETER OF THE SVM, N : CODEBOOK SIZE FOR

BOAW, X : POWER LEVELS CLIPPED BELOW THRESHOLD. THE FOUR

BEST BASELINE RESULTS ARE SHOWN IN BOLD FACE FONTS. [3]

Parameters Development Test

C ComParE Functionals + SVM

10
−5 56.8 59.8

10
−4 60.3 67.7

10
−3 62.3 67.8

10
−2 62.6 66.9

N ComParE BoAW + SVM

125 59.8 58.7
250 61.5 62.7
500 63.1 65.0
1000 63.6 66.1
2000 64.2 67.7

Network DeepSpectrum + SVM

ResNet50 63.4 70.8

X dB auDeep: S2SAE + SVM

-30 60.1 57.4
-45 61.3 60.3
-60 61.9 61.6
-75 61.6 62.2

Fused 64.4 66.6

Method Fusion: Benchmark Baseline

Majority Vote 4 Best - 71.8

TABLE III
PERFORMANCE COMPARISON IN UAR (%) AMONG THE FOUR ACOUSTIC

FEATURE SYSTEMS, THE MAJORITY VOTING FUSION BASED BENCHMARK

BASELINE, THE SCORE LEVEL FUSION OF THE ACOUSTIC FEATURES, 4
BEST BASELINE SYSTEMS, AND THE ALL THE SYSTEMS.

Acoustic Feature Dev Test

LFCC 66.24 68.80
IFCC 60.31 -

CQCC 63.90 -
MFCC 61.52 -

Benchmark: Majority Voting Fusion

4 Best Baselines [3] - 71.80

Score Level Fusion

4 Best Baselines 68.38 72.10
4 Acoustic Features 67.43 70.60

All 69.84 73.50

the test set are not available for all the systems as ComParE

2020 allows only 5 score submissions. Table III reports the

results of the four acoustic features, which show that LFCC

performs the best among them, followed by CQCC. It is

observed that IFCC based phase features are not that effective

for this classification, in fact perform poorer than MFCC

features. This may be due to the fact that signal phase may

not undergo very major shift in phase while wearing a mask

to have effective classification only on the phase information.

However, LFCC and CQCC emerge as strong acoustic feature

based single systems that suggest the importance of linear

filterbanks and long-term information. In addition, we note

that LFCC outperforms all the four baselines of ComParE

2020 on the development set for classification of speech with

and without masks.
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We then perform the fusion studies with the acoustic fea-

tures and the four ComParE 2020 baselines. Table III shows

the score level fusion of the four acoustic features as well as

the four baselines and their comparison to given challenge. We

observe that the score level fusion of the baselines leads to an

improved result than the challenge benchmark baseline using

majority voting based fusion. This may be due to the fact that

the majority voting considers fusion based on predicted class

output of each system, whereas the score level fusion employs

a weighted scheme to fuse various systems. We observe that

the score level fusion of the acoustic features performs better

than the individual feature that reveals complementary acoustic

properties captured by each of them. Finally, the score level

fusion of the acoustic features and the four baselines achieves

an UAR of 73.50% on the test set that beats the benchmark

baseline by 1.70%.

V. CONCLUSIONS

This work devotes on studying novel acoustic features

capturing different acoustic properties of a signal to classify

speech with and without mask for ComParE 2020 challenge

participation. We focused on features derived using linear

filterbanks, instantaneous phase and long-term information

of signal. Among these the linear filterbank and long-term

information based features are found to be more effective for

the challenge mask task. The systems of acoustic features

are fused with the ComParE 2020 baselines at score level

for challenge submission. The submitted system outperformed

the challenge benchmark system based on majority voting

of the best baselines showing usefulness of both score level

fusion and acoustic feature based complementary information

for classification of speech with and without mask.
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