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Abstract—Linear Prediction (LP) is a mathematical operation
for estimating an all-pole spectrum from the speech signal. It is
an essential methodology in speech coding since LP coefficients
viz., Auto-Regressive (AR) coefficients can be determined using
a small amount of computation and quantized efficiently using
Vector Quantization (VQ). Recently, l2-norm Regularized LP
(RLP), and context-aware Time-Regularized LP (TRLP) analysis
have been proposed and shown to improve performance. The
former suppresses rapid spectral changes in the frequency
domain, and the latter suppresses the rapid spectral changes in
the time domain. In our previous study, we proposed the MMSE-
based Time-Varying Complex AR (TV-CAR) speech analysis that
is the complex-valued and time-varying version of the LP and
the RLP-based TV-CAR analysis. In this paper, we propose the
novel l2-norm regularized TV-CAR analysis based on not only
the TRLP but also the RLP and the objective evaluation using a
F0 estimation applied with the estimated complex residual signals
shows that the proposed method performs best.

I. INTRODUCTION

A fundamental methodology in speech processing is using

speech analysis to estimate amplitude characteristics of the

spectrum since the spectral feature of speech can be rep-

resented by the amplitude ones rather than the phase ones.

Commonly used speech analysis is Linear Prediction (LP)

analysis[1] proposed in the 1960s. It is being applied in speech

coding [2][3] for the following reasons. The LP can estimate

the all-pole speech spectrum by solving a linear equation, and

the LP coefficients can be quantized efficiently using Vector

Quantization (VQ) on a Line Spectrum Pair (LSP) domain.

Also, in the MPEG-4 Audio LosslesS coding(ALS)[4], the

LP is applied to obtain the LP residual, and the residual is

quantized by an entropy coding to realize the lossless coding.

The LP is also applicable to robust speech recognition (ASR)

to implement a speech enhancement using iterative Wiener

filter (IWF)[5] as a front end of ASR[6][7] and F0 estimation

of speech in which LP residual is exploited to compute a crite-

rion, including auto-correlation (AUTOC), AMDF[8][9][10],

weighted AUTOC[11], instantaneous frequencies (IF)[12] or

so on. The LP is also utilized to estimate glottal excitation by

using the glottal inverse filtering[13]. The LP method estimates

the parameter in the analysis frame and does not account for

frame boundaries. As a result, it cannot handle noise-corrupted

speech. Context-aware speech analysis methods have been

proposed to solve this difficulty, Time-Varying LP(TVLP)[14],

and Frequency Domain LP(FDLP)[15]. However, the context-

aware method requires a long frame that results in not only a

long delay but also a large amount of computation. Recently,

P.Alku et al. proposed the context-aware method that uses only

short frame signals, namely, Time-Regularized LP(TRLP)[16].

In the TRLP, the LP parameters are estimated by minimizing

the summation of the LP criterion and the l2-regularized

penalty term that is the norm of the difference between current

and previous frame parameters; meanwhile, the Regularized

LP (RLP)[17] introduces the regularized penalty term that

is the l2-norm of the spectral changes in frequencies. It can

cope with the pitch-related bias that is overestimating the first

formant (F1) bandwidth. The TRLP provides the regularized

term in the time-domain. In contrast, the RLP provides one in

the frequency domain.

On the other hand, we have been studying the Time-

Varying Complex AR (TV-CAR) speech analysis method for

an analytic signal. The TV-CAR analysis is a time-varying

and complex-valued LP method that can estimate complex

AR coefficients of every sample and can estimate a more

accurate spectrum due to the nature of the analytic signal.

We have already proposed MMSE-based[18], a robust ELS-

based method[19], and so on[20][21][22], and we have al-

ready evaluated the performance on speech processing such

as F0 estimation of speech and robust Automatic Speech

Recognition (ASR). Since a complex analysis for an ana-

lytic signal can estimate a more accurate spectrum, the TV-

CAR analysis makes it possible to have the performance

improved on the F0 estimation and robust ASR. In the former

case, the complex residual signals are utilized to compute

the criterion, including the weighted auto-correlation[23][24],

the summation of spectral harmonics[25], and instantaneous

frequencies[26]. They can perform better since a complex

analysis can separate F0 and F1 due to the improved spectral

resolution of the analytic signal so that the formant elements

can be eliminated in the residual signals. In the latter case, the

IWF is designed by using the estimated spectrum as a front-

end of the ASR[7][27][28]. The TV-CAR analyzes the wide-

band signal, and only the power spectrum in the lower narrow-

band frequencies is extracted to design the IWF since it results

in avoiding the spectrum distortion in higher frequencies.

The TV-CAR analysis methods are not the context-aware
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methods that estimate the time-varying complex parameters

within the current frame by representing the complex AR

coefficient with a complex basis expansion, leading to being

affected easily by environmental noise. We further proposed

an RLP-based TV-CAR analysis[29]. In this paper, we propose

context-aware TV-CAR analysis based on not only the TRLP

but also the RLP that seems to be robust against additive noise

than the RLP-based method[29]. F0 estimation in a noisy

environment is carried out to evaluate the performance by

using the complex residual. IRAPT[12] method is introduced

to implement the estimation since IRAPT is an improved

version of well-known and commonly used RAPT[30], and

the analytic signal is employed to compute the instantaneous

frequencies instead of cross-correlation.

II. REGULARIZED TV-CAR METHOD

A. TV-CAR model

The TV-CAR model can be defined by Eq.(1).
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where aci (t), L, gci,l and f c
l (t) are ith complex AR coefficient

at time t, an order of complex basis expansion, complex

parameter and complex basis function, respectively. The input-

output relationship for Eq.(1) is shown in Eq.(2).
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where yc(t) is the target analytic signal at time t and uc(t)
is a complex input signal at time t. The analytic signal is a

complex-valued signal whose real part is speech signal, and

the imaginary part is the Hilbert transformed signal of the

real one. Since the analytic signal yields the spectrum only

over positive frequencies, the signal can be decimated by a

factor of two; consequently, the complex analysis can estimate

a more accurate spectrum in low frequencies. Moreover, the

TV-CAR analysis is a time-varying analysis that introduces

complex basis expansion of the AR parameter to represent

the parameter as a function of time, enabling to estimate the

parameters in every sample.

Alternatively, Eq.(2) can be formulated by the following

vector-matrix representation.
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where N is analysis length, yf is (N − I, 1) column vector

whose element is the analytic signal, θ̄ is (L · I, 1) col-

umn vector whose element is the complex parameter, Φf

is (N − I, L · I) matrix whose element is the weighted

analytic signal by a complex basis. The MMSE algorithm,

l2-norm optimization is realized by Minimizing the MSE for

the equation error as follows.

θ̂ = argmin
θ̄

‖yf +Φf θ̄‖
2
2 (4)

Minimizing the MSE for the equation error leads to the

following MMSE algorithm.
(

ΦH
f Φf

)

θ̂ = −ΦH
f yf (5)

where H is an Hermite operator. It is the time-varying,

complex and covariance analysis version of the conventional

LP.

B. RLP-based TV-CAR analysis[29]

Since the TV-CAR analysis is the complex, time-varying

and covariance type of LP analysis, Eq.(6) can be derived by

integrating the RLP onto the TV-CAR analysis. As the l2-norm

regularized term, the power spectrum at the center sample of

the frame, N/2, is applied.
(

ΦH
f Φf + λ3D

H
tvFDtv

)

θ̂ = −ΦH
f yf (6)

where λ3 is the regularization factor that controls the contri-

bution for the regularized term, and Dtv is defined as follows.

Dtv = [d0,d1, ...,dl, ...,dL−1] (7)

dl = diag[f c
l (N/2), 2f c

l (N/2), ..., If c
l (N/2)] (8)

dl is (I, I) diagonal matrix and Dtv is (I, L · I) matrix that

is generated by aligning L number of dl(l = 0, 1, ..., L− 1).

C. TRLP-based TV-CAR method

The TRLP-based TV-CAR algorithm is realized as follows.

θ̂ = argmin
θ̄

‖yf +Φf θ̄‖
2
2 +

1

2
λ1‖θ̄ − λ2θ̂pr‖

2
2 (9)

where θ̂pr is the parameter estimated in the previous frame.

The linear equation can be easily derived as the TRLP-based

TV-CAR method.
(

ΦH
f Φf + λ1I

)

θ̂ = −ΦH
f yf + λ1λ2θ̂pr (10)
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D. Proposed RLP and TRLP-based Hybrid TV-CAR analysis

Furthermore, by combining Eq.(6) and Eq.(10), we can

easily derive the following hybrid approach of the RLP and

TRLP.

(

ΦH
f Φf + λ1I+ λ3D

H
tvFDtv

)

θ̂ = −ΦH
f yf + λ1λ2θ̂pr (11)

III. EXPERIMENTS

The proposed TRLP-based TV-CAR methods are evaluated

by comparing with the conventional ones using the F0 esti-

mation in noisy environments. F0 estimation is implemented

by the IRAPT[12] in which the instantaneous frequency is

computed by the analytic signal. Thus, the complex residual

estimated by the TV-CAR methods can be applied. The IRAPT

is an improved, well-known, and commonly used RAPT[30]

method, and it performs better than the original RAPT. The

following signals are applied in the performance comparison,

(1)The real residual computed by the LP.

(2)The complex residual computed by the MMSE-based

TV-CAR has shown in Eq.(5)[18].

(3)The complex residual computed by the RLP-based

TV-CAR has shown in Eq.(6)[29].

(4)The complex residual computed by the TRLP-based

TV-CAR has shown in Eq.(10).

(5)The complex residual computed by the hybrid approach

of the TRLP and RLP-based TV-CAR shown in Eq.(11).

Keele pitch database[31] added by white Gauss or Pink

noise[32] is applied for evaluation. The noise-corrupted signal

is filtered by the IRS filter[33] for speech coding applications.

Gross Pitch Error(GPE) and Fine Pitch Error(FPE) are adopted

as the objective criterion. The experimental conditions are

shown in Table 1. Figures 1 and 2 show the experimental

results for additive white Gauss and Pink noise, respec-

tively. In the figures, (a) means 10[%] of GPEs and (b)

means 10[%] of FPEs. The five lines indicate as follows.

The black solid line with lozenge means (1)LPC IRAPT2.

The blue line means (2)TVC IRAPT2C. The red line

means (3)TVC RLP IRAPT2. The solid black line with

square means (4)TVC TRLP IRAPT2. The green line means

(5)TVC HTRLP IRAPT2. The figures are as follows. The

complex-valued methods perform better than the LP. The

proposed TRLP-based and RLP-based methods perform better

than the MMSE-based TV-CAR method in terms of GPE that

shows a fatal error such as double pitch or half pitch leading to

serious low performance so that GPE is more important index

than FPE. The proposed hybrid approach of the TRLP and

RLP performs best. The reason why the GPEs are considerable

value is that the IRS filtered speech is used for speech coding

applications. It is worth noting that the original IRAPT for

speech signal is omitted since the performance is much lower

than real and complex residual signals[26][29].
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Fig.1: F0 estimation performance(Gauss)
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Fig.2: F0 estimation performance (Pink)
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Table 1: Experimental Conditions
Speech data Keele Pitch Database[31]

5 long Male sentence

5 long Female sentence

Sampling 10kHz/16bit

Analysis window Window Length: 25.6[ms]

Shift Length: 10.0[ms]

TV-CAR I = 7, L = 2(Time-Varying)

Basis f c
l (t) = tl/l!

Pre-emphasis 1− z−1

TRLP/RLP λ1 = 0.02, λ2 = 0.99 / λ3 = 0.0001
Noise White Gauss or Pink noise[32]

Noise Level 30,20,10,5,0,-5[dB]

IV. CONCLUSIONS

In this paper, we proposed two types of regularized LP-
based TV-CAR speech analysis methods, TRLP introduced
l2-norm regularized LP in the time domain and A hybrid
approach of the TRLP and RLP[29] that introduces l2-norm
regularized LP in the time and frequency domain. The former
method penalizes rapid changes of the estimated spectrum
among adjacent frames that can take into account a broader
macro context and seems to be robust against background
noise. The latter one penalizes the rapid changes of the
estimated spectrum not only in the time-domain but also
in the frequency domain that makes it possible to suppress
pitch-related bias. Furthermore, the objective evaluation is
accomplished to compare with the conventional methods em-
ploying F0 estimation using the estimated complex residual
for IRS filtered Keele pitch database added by white Gauss
or Pink noise. The IRAPT implements the F0 estimation.
The experimental results show that the proposed regularization
methods perform better than the MMSE method in terms
of GPE, and the hybrid approach of the TRLP and RLP
realizes the improved performance in comparison to the TRLP-
based, RLP-based, MMSE-based methods. We aim to evaluate
the proposed methods on a front-end of robust ASR[7][34].
Besides, sparse TV-CAR analysis based on the Least Absolute
Shrinkage and Selection Operator (LASSO)[35][36][37] or
Elastic Net will be proposed and be evaluated on speech
processing.
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