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Abstract—Deception occurs frequently in our life. It is well-
known that people are generally not good at detecting deception,
however, behaviors of interlocutors during an interrogator-
deceiver conversation may indicate whether the interrogator
thinks the other person is telling deceptions or not. The ability
to automatically recognize such a perceived deception using
behavior cues has the potential in advancing technologies for
improved deception prevention or enhanced persuasion skills.
To investigate the feasibility to recognize the perceived decep-
tion from behaviors, we utilize a joint learning framework by
considering acoustic-prosodic features, linguistic characteristics,
language uses, and conversational temporal dynamics. We further
incorporate personality attributes as an additional input to the
recognition network. Our proposed model is evaluated on a Daily
deceptive dialogue corpus of Mandarin database. We achieve
an unweighted average recall of 86.70% and 84.89% on 2-class
perceived deception-truth recognition tasks given the deceiver
is telling either truths or lies, respectively. Further analyses
unveil that 1) the deceiver’s behaviors affect the interrogator’s
perception (e.g., the higher intensity of the deceiver makes the in-
terrogator believe their statements even though they are deceptive
in fact), 2) the interrogator’s behavior features carry information
about their own deception perception (e.g., interrogator’s utter-
ance duration is correlated to his/her perception of truth), and
3) personality traits indeed enhance perceived deception-truth
recognition. Finally, we also demonstrate additional evidence
indicating that human is bad at detecting deceptions – there
are very few indicators that overlaps between perceived and
produced truth-deceptive behaviors.

I. INTRODUCTION

Deceptive behaviors often appear in our daily life. Despite
its frequent occurrences, researchers have repeatedly shown
that humans are not good at detecting deceptions, even for
highly-skilled professionals, such as teachers, social workers,
and police officers [1], [2] without advanced strategies (e.g,
tactical use procedure [3], [4] or interview techniques that
maximize deceivers cognitive load [5]) . Also, adults are no
better at detecting children’s lies than they are with adult lies
[6]. Many studies have been carried out to investigate the
potential reason underlying why humans perform so poorly
at identifying deceptions (e.g., [7], [8], [9]). Due to the
difficulty in identifying deception by humans, researchers
have also developed an automatic deception detection system
using different types of expressive facial modalities, such as

facial action units [10], thermal facial analysis [11], [12], and
facial expressions [13], [14]. Moreover, internal physiological
measures [15] and even functional brain MRI [16], [17]
have also been explored as potential bio-indicators of decep-
tion. While these bio-indicators can be useful in detecting
deception, many of them require expensive and sometimes
invasive instrumentation, which is not practical for real-world
applications. Several recent works have demonstrated that
speech and language cues carry substantial deceptive cues
that can be modeled in automated deception detection tasks
for potential large-scale deployment. For example, Chou et
at. [18] indicated that the interlocutor’s vocal characteristics
and conversational dynamics should be jointly modeled to
better perform deception detection in dialogs; Zhou et al. [19]
found that language cues could be used to detect deceptions
in computer-mediated communication messages, and Mbaziira
et al. [20] developed linguistic-based deception detection for
cybercrime.

Although these works have all worked on developing
automatic deception detection systems, there are very few
works attempting to understand why humans would perceive
behaviors as deceptive or truthful regardless of whether it
is a truthful or deceptive intent. Only recently, Chen et al.
[21] tried to investigate the reasons why humans are poor at
detecting deceptions by training classifiers to automatically
recognize utterances that would be perceived either as truth
or lies among those that were actual deceptive speech. In this
paper, our work differs from [21] due to the following settings.
Firstly, their perception ratings were derived from the third
observer’s point of view. To be more specifics, they recruited
raters to re-annotate recordings. However, in our context, our
ratings came directly from people of the interaction itself, i.e.,
corresponding to the real personal deceptive perception during
the actual interaction. Additionally, Chen et al. [21] only
focused on deceiver’s features instead of both interlocutors
(interrogator and deceiver) behavior cues. Lastly, most of
the prior works treat the deception detection problem as
an utterance-level classification task; however, this setting is
unnatural since a human would alternate truthful and deceptive
utterances to deceive enquirers. Hence, in this work, we follow
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Fig. 1. (a) “Question-answering” (QA) Turns (b) Individual-level and utterance-level Feature Extraction (c) Proposed detection framework

our prior work [18] that models the whole conversations
between interrogator and deceiver using “question-answering”
(QA) turns events instead of single utterances.

In this paper, we use a Bidirectional Long Short-Term
Memory (BLSTM) based deep neural network to recognize
interrogator’s perceived deception using multimodal cues, i.e.,
acoustic-prosodic features [22], Linguistic Inquiry and Word
Count (LIWC) features [23], a lexical representation using
a pre-trained BERT [24], and part-of-speech tags [25] in a
recent Chinese corpus of Daily Deceptive Dialogue corpus of
Mandarin (DDDM) that is designed specifically for the study
of deception in dialogs [26]. Furthermore, while studies [27]
have demonstrated that personality traits by itself may not
serve as a direct predictor of deception, previous work has
demonstrated that by fusing personality into the framework
can be beneficial in developing an improved deception detec-
tion [28]. Hence, our proposed model integrates individuals’
Eysenck Personality Questionnaire (EPQ) scores [29], [30],
[31], [32], [33] as input features to further improve prediction
accuracies of the perceived deception. Our proposed model
that integrates the personality learning layer obtains an inter-
rogator’s perceived deception-truth classification accuracy of
86.70% and 84.89% unweighted average recall (UAR) when
facing truths and deceptions tellers, respectively. Moreover, we
show analyses on the importance of these five different types
of features in revealing perceived prediction. The rest of paper
is organized as follows: Section 2 explains the used corpus,
proposed detection framework, and features extraction, Section
3 includes experimental setup and results, and we eventually
conclude with future work.

II. RESEARCH METHODOLOGY

Fig. 1 illustrates the proposed structure used in this paper.
Our main idea is to model speech and language behaviors
during conversations by using acoustic-prosodic features, lin-
guistic cues, conversational temporal features, and personality

scores. Linguistic cues include language use, temporal dynam-
ics features measure conversational characteristics, acoustic
features describe speaker’s vocal acoustics, and personality
scores provide an assessment of characteristic patterns of
thoughts, feelings, and behaviors. Afterward, these features
are used as input to the detection network. The building block
of the recognition system, BLSTM-DNN, is based on the
structure proposed in [34], which contains an initial dense
layer, then a bidirectional long short term memory (BLSTM)
network with an attention mechanism, and a final dense layer
for detection.

A. Daily Deceptive Dialogues Corpus of Mandarin

In this research, our proposed method is evaluated on the
Daily Deceptive Dialogues Corpus of Mandarin (DDDM)
[26]. It includes about 27.2 hours of audio-recordings of
dyadic spontaneous interactions collected from native Man-
darin speakers in Taiwan. This database contains 96 different
speakers (48 males, 48 females), ranging from 20 to 25 years
old, grouped in pairs into 48 interaction sessions. Participants
were all asked to fill an Eysenck Personality Questionnaire
(EPQ) [29] after they finished the experiment. There are a
total of 7504 utterances segmented manually in the corpus.

DDDM was collected in a spontaneous conversational game
setting, where each subject of a dyad took turns to play the
role of an interrogator with the other player being the deceiver.
The interrogator interviewed the deceiver with themes chosen
from a set of questions about three daily activities: “have you
ever attended any ball games or competed in ball games?”,
“have you ever attended/participated in any concerts?”, or
“have you ever attended/performed in any club achievement
presentation?”. The intention of each interrogator was to
recognize whether the deceiver (interlocutor) was telling the
truth about each of question or not. To collect high-quality
and real situation, deceivers were instructed to deceive in
their answers in at least one of the three themes discussed.
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TABLE I
RESULTS ON THE perceived DECEPTION-TRUTH DETECTION ON DDDM DATABASE (UAR (MACRO-RECALL), WEIGHTED-F1, MACRO-PRECISION) (%);

INT., DEC. ARE DENOTED AS THE INTERROGATOR, AND THE DECEIVER, RESPECTIVELY.

Fea. Condition The Dec. is Telling Deceptions The Dec. is Telling Truths
Who’s Fea. Who’s EPQ UAR Deception Truth F1 Precision UAR Deception Truth F1 Precision

Aco.

Int.

- 69.10 61.03 77.16 70.88 68.21 68.98 54.48 83.49 70.57 63.59
Int. 71.39 62.28 80.50 73.63 71.51 69.33 54.71 83.95 73.10 71.14
Dec. 76.03 73.78 78.28 75.89 78.21 72.97 74.19 71.75 72.05 72.84
Both 76.52 71.64 81.41 78.97 77.23 70.44 60.12 80.76 72.26 66.57
Fun. 69.90 67.81 71.99 72.08 70.52 73.91 66.33 81.48 74.98 74.04

Dec.

- 85.21 85.36 85.06 83.66 84.17 73.59 70.24 76.95 72.06 71.48
Int. 84.63 88.42 80.85 82.68 81.21 77.00 70.26 83.73 77.34 78.47
Dec. 86.46 87.72 85.20 85.44 84.91 76.10 77.26 74.95 75.50 72.46
Both 86.70 86.97 86.43 86.07 86.75 78.67 80.02 77.31 78.45 77.54
Fun. 82.88 88.97 76.80 79.91 82.80 73.79 66.60 80.99 75.68 72.93

Both

- 79.88 76.22 83.55 78.27 79.01 65.57 50.05 81.09 65.70 64.17
Int. 81.45 84.75 78.16 80.25 78.50 67.47 59.60 75.35 68.53 62.54
Dec. 79.65 84.17 75.14 76.87 77.75 71.16 58.12 84.19 70.85 76.44
Both 83.93 88.75 79.11 82.09 82.06 70.22 59.02 81.41 73.58 70.02
Fun. 80.79 80.36 81.22 80.30 79.36 75.40 65.50 85.31 77.12 77.49

CTD Both

- 65.73 56.53 74.94 67.51 67.09 75.20 92.64 57.75 70.58 73.84
Int. 76.26 76.78 75.74 77.34 74.83 73.57 83.12 64.01 71.00 69.01
Dec. 78.04 82.72 73.36 78.78 77.05 77.37 86.10 68.64 74.21 72.29
Both 74.12 62.25 85.99 75.49 75.81 71.83 73.52 70.13 72.13 68.78
Fun. 63.34 63.58 63.10 62.95 64.40 71.64 69.10 74.18 72.10 68.18

BERT

Int.

- 72.26 82.03 62.49 69.62 76.14 68.28 64.12 72.43 69.83 67.94
Int. 74.69 77.08 72.29 75.20 76.14 71.33 63.29 79.38 74.12 72.07
Dec. 73.54 73.36 73.72 74.84 72.81 69.75 65.88 73.63 71.29 74.91
Both 80.26 83.22 77.29 80.56 81.11 72.71 62.98 82.43 75.68 72.04
Fun. 64.14 54.56 73.73 67.95 63.04 74.46 69.45 79.47 76.57 76.21

Dec.

- 63.75 49.14 78.36 68.98 62.22 70.07 76.79 63.36 68.09 66.92
Int. 72.23 68.00 76.47 71.15 74.31 72.90 78.98 66.81 72.33 71.78
Dec. 74.91 76.28 73.55 75.63 73.12 74.54 74.43 74.65 74.44 71.27
Both 75.95 75.67 76.23 73.52 74.69 74.87 75.26 74.48 74.14 71.18
Fun. 65.92 71.14 60.70 66.49 62.78 73.71 67.98 79.45 71.96 73.55

Both

- 71.41 70.33 72.49 74.12 72.93 62.84 50.76 74.92 69.63 66.20
Int. 75.03 74.39 75.67 75.99 74.94 73.83 65.05 82.61 76.94 73.41
Dec. 78.38 75.25 81.50 80.23 81.18 73.82 74.87 72.78 74.80 72.34
Both 76.32 80.78 71.86 76.43 74.93 70.63 61.31 79.95 72.34 70.77
Fun. 65.91 77.39 54.43 65.99 66.21 73.91 73.05 74.76 73.93 72.91

Both sides of the participants were supplied with material
incentive if they deceit effectively or identify the truthful and
the deceptive statements correctly.

In this paper, we followed [18] to split segmented utterances
into “question-answering” (QA) pairs illustrated in Fig. 1 (a).
Since the interrogator tends to ask questions to facilitate de-
tecting whether the deceiver’s were being truthful or deceptive
during the conversation, we use a complete QA pair as a
time unit for our feature extractions. Within each pair, we can
further group them as a question-turn or an answering-turn.
Note that each turn may consist of multiple utterances from
the same speaker. This segmentation method in [18] serves as
the unit to input multimodal features into the BLSTM-DNN
structure. This special choice of unit is critical as it reveals a
whole unit that includes a linked context (i.e., one question is
bind to one answering, note that if a question utterance has
no associated responses, we disregard those segments in this
study illustrated in the top of Fig. 1). To be noticed, each
topic is not only annotated by the interrogator but also by the
deceiver. Therefore, we know both which topic the deceiver
is telling the truth or not and also the interrogators perception
about deception for each topic. Each of these labels includes

multiple QA pairs. In summary, we utilize the labels from
the interrogator to train our detection model for predicting
perceived behavior of the interrogator.

B. Perceived Deception-Truth Detection Framework

Fig. 1 describes our proposed detection model. Our main
component is a BLSTM-DNN structure similar to a previous
[34]. In this study, our target is to contain both speaker’s
personality information and multimodal speech and language
behavior features as inputs to our detection network. To be
noticed, this study differs from [18], which only pay attention
to deceivers’ acoustic-prosodic cues and consider deceivers as
the target speaker. Specifically, we regard the interrogator as
our target speaker in this paper. The unit for interrogators’ and
deceivers’ acoustic-prosodic features is displayed in the top
of Fig. 1 (a), which incorporate all of the utterances from the
interrogator and the deceiver within a ”question-answering”
(QA) pair. The following features are computed within each
of these QA pairs. The rest of sections, we will describe in
detail each feature and the proposed use of the BLSTM-based
classifier.

1) Utterance-level Acoustic-Prosodic Features: Many stud-
ies have shown that a variety of prosodic and acoustic features
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TABLE II
RESULTS ON THE perceived DECEPTION-TRUTH DETECTION ON DDDM DATABASE (UAR (MACRO-RECALL), WEIGHTED-F1, MACRO-PRECISION) (%);

INT., DEC., AND BOTH ARE DENOTED AS THE INTERROGATOR, THE DECEIVER, AND BOTH INTERLOCUTORS, RESPECTIVELY.

Fea. Condition The Dec. is Telling Deceptions The Dec. is Telling Truths
Who’s Fea. Who’s EPQ UAR Deception Truth F1 Precision UAR Deception Truth F1 Precision

POS

Int.

- 76.22 66.42 86.03 78.18 77.11 72.92 75.43 70.41 71.29 69.08
Int. 81.04 81.42 80.67 80.79 78.95 78.32 80.29 76.36 76.92 75.23
Dec. 74.75 64.50 85.00 75.83 75.66 78.40 82.07 74.74 78.27 76.88
Both 80.11 73.64 86.58 81.15 79.93 80.04 77.71 82.37 80.26 77.36
Fun. 69.05 60.44 77.65 70.71 70.39 79.28 74.55 84.01 81.06 78.83

Dec.

- 71.92 72.67 71.18 71.61 70.37 73.05 78.48 67.63 71.88 69.90
Int. 72.16 67.81 76.52 74.69 71.27 81.41 87.38 75.44 79.04 76.93
Dec. 71.46 69.36 73.57 74.01 71.85 78.10 76.21 79.99 81.09 75.65
Both 73.94 67.89 79.99 74.49 73.86 79.85 80.38 79.31 79.15 76.11
Fun. 64.56 63.03 66.09 67.26 66.53 77.49 72.26 82.72 77.96 77.71

Both

- 77.39 77.17 77.60 76.62 75.74 72.61 64.69 80.53 70.66 67.91
Int. 81.19 85.44 76.93 77.96 78.81 79.72 81.79 77.65 78.86 75.34
Dec. 78.54 74.89 82.19 78.84 77.02 84.89 88.21 81.56 82.98 81.12
Both 79.70 77.06 82.34 79.11 79.43 81.45 84.79 78.12 80.47 77.07
Fun. 71.10 73.56 68.64 72.80 70.61 79.20 75.76 82.64 79.72 77.09

LIWC

Int.

- 72.04 61.56 82.53 73.65 72.41 74.26 63.83 84.68 72.88 71.91
Int. 78.03 78.92 77.14 77.49 77.47 72.29 74.60 69.98 70.36 70.00
Dec. 77.27 74.06 80.49 76.01 75.61 80.47 83.71 77.23 80.03 76.54
Both 80.13 85.22 75.03 77.16 77.59 74.90 72.02 77.78 74.54 70.49
Fun. 70.68 72.11 69.25 71.80 70.60 74.58 70.74 78.43 74.34 73.97

Dec.

- 68.17 69.83 66.50 68.70 66.16 59.18 49.07 69.29 64.61 57.47
Int. 73.40 73.36 73.43 73.96 73.59 74.53 72.55 76.51 74.84 71.78
Dec. 71.50 72.94 70.05 72.69 70.72 73.77 77.90 69.64 73.50 72.64
Both 73.72 75.67 71.77 72.18 71.44 69.89 63.86 75.93 70.93 67.05
Fun. 67.04 69.89 64.20 64.97 67.00 70.16 69.43 70.90 69.64 67.31

Both

- 67.78 60.47 75.09 64.98 64.46 70.52 71.93 69.12 70.27 66.58
Int. 73.18 70.94 75.41 73.01 72.91 69.62 68.62 70.62 70.94 67.54
Dec. 71.12 73.31 68.94 71.35 70.02 74.76 69.60 79.92 74.74 74.39
Both 75.05 72.97 77.12 74.83 72.85 75.56 79.36 71.76 74.30 73.23
Fun. 70.66 80.78 60.54 64.45 70.05 72.71 67.67 77.75 73.69 71.69

could be useful indicators of deception, such as pitch, Mel-
Frequency Cepstral Coefficients (MFCC), and intensity [28],
[35], [18], [21]. In this study, we extract a similar set of
utterance-level acoustic-prosodic features using the openS-
MILE feature extraction toolkit with the emobase config file
[22]. It includes 988 acoustic-prosodic features per utter-
ance. To be more specific, the emobases low-level descriptors
(LLDs) contains pitch (fundamental frequency, F0), intensity
(energy), loudness, cepstral (12 MFCC), probability of voicing
(VoicePro), fundamental frequency envelope, 8 Line Spectral
Frequencies (LspFreq), zero-crossing rate (ZCR), and finally
delta regression coefficients are computed from those LLDs.
Then, the functionals1 are applied to these extracted LLDs
and their delta coefficients to generate the final 988-dimension
feature vector. The more detailed information is in [22].
They are further normalized to each speaker using z-score
normalization and denoted by “ACO” in the TABLE I.

2) Turn-level Conversational Temporal Dynamics: This
feature set was first proposed in [18] which was inspired
by past studies on conversational analysis [36], [37], [38].
It contains 20-dimensional temporal features based on con-
versational utterances in each QA pair, such as silence-
duration ratio, utterance-duration ratio, silence-utterance ratio,
backchannel times, etc. All features are normalized to each
speaker using z-score normalization and denoted as “CTD”.
A brief description of these feature extractions are in [18].

The interrogator and the deceiver are first annotated with
the role of “Ask” and “Res” in [18]. Then, for each of the
asking/responding turn, we calculate the features, but we only
mention the following features showed in TABLE III and
TABLE VI:

Utterance-duration ratio: the reciprocal ratio between the
utterances length (u) and the turn duration (d) , denoted as
Askud and Askdu, respectively.
Silence-duration ratio: the reciprocal ratio between the si-
lence (s) duration and the turn duration, denoted as Asksd
and Askds, respectively.
Silence-utterance ratio: the reciprocal ratio between the
silence duration and the utterance lengths, denoted by Asksu
and Askus, respectively.
Backchannel times (bt): the number of times that a subject
interrupts his/her interacting partner, denoted as Askbt and
Resbt.

3) Utterance-level Textual Representation: In order to con-
sider language use as features in the task of perceived
deception-truth detection, we recruited three university stu-
dents from the Department of Chinese Literature to transcribe
the audio recordings. We perform word segmentation for each
utterance using the CKIP-style Chinese Natural Language Pro-
cessing (NLP) tools [25]. In this work, we use BERT [24] as
model for deriving the textual representation. Specifically, we
use BERT-Base in Chinese version and extract 768-dimension
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sentence encoding using the utterances in each QA pair. All
features are also normalized to each speaker using z-score
normalization, denoted by “BERT”.

4) Utterance-level Linguistic Inquiry and Word Count Fea-
ture Extraction: Previous research [39], [40] has used different
word usage patterns to train a deception detection model
specifically with the features derived from the Linguistic
Inquiry and Word Count (LIWC) [23]. Furthermore, Levitan et
al. [41] investigated the perception of deception and identified
characteristics of statements that are perceived as truthful or
deceptive by interviewers based on LIWC features. Inspired
by these studies, we extracted a total of 83-dimensional
features using LIWC 2015 in this work after performing
word segmentation preprocessed by CKIP-style Chinese NLP
tools [25]. That is, these features includes standard linguistic
dimensions (e.g., negations, impersonal pronouns, 2nd person,
auxiliary verbs), markers of psychological processes (e.g.,
affective (negative emotion), social, cognitive (discrepancy),
perceptual, biological processes, drivers (like power, number,
risk), relativity (e.g., motion, time, space), personal concerns
(e.g., work, leisure, death), and informal language (e.g., swear,
assent, non-fluences words).

In the following, we clarify our terminology with a few
examples for the analysis presented in Section III-B:
Linguistic Dimensions: Negate (Negations, e.g., no, not,
never), Ipron (Impersonal pronouns, e.g., it, its, those), Y ou
(2nd person, e.g., you, your, thou), Auxverb (Auxiliary verbs,
e.g., am, will, have)
Psychological Processes: Negemo (negative emotion, e.g.,
hurt, ugly, nasty)
Cognitive Processes: Discrep (discrepancy, e.g., should,
would)
Other Grammar: Compare (comparisons, e.g., greater, best,
after)
Drivers:: Power (power, e.g., superior, bully), Number (num-
ber, e.g., second, thousand)
Informal Language: Nonflu (non-fluencies, e.g., er, hm,
umm)

5) Utterance-level Part-of-speech Tagging Feature Extrac-
tion: Researchers have also analyzed part-of-speech tagging
(POS), using toolkits such as NLTK [42], Stanford Parser[43],
and CKIP parser [44]) to train the deception detection model
[45], [46], [47], [48]. All of these studies were conducted on
English database. In this work, we extracted 48-dimensions
POS tags using the CKIP-style Chinese NLP tools [25].
Grammatical and syntactical structure of each utterance (e.g.,
non-predictive adjective, coordinate conjunction, adverb of de-
gree, verb, quantitative) within a QA pair is captured through
analzing the transcripts. Computed features demonstrate the
distribution of these categories in percentage for each utter-
ance. Then, all features are normalized to each speaker using
z-score normalization. To clarify the notation used in Section
III-B, we denote the following POS features (the more detailed
explanations of these features are in [25]):
A: the adjective
DM: the measure (number)

Dk: the sentential adverb
Dfb: the adverb after verbs
Na: the common noun
Neqb: the determinatives after the measure
Nv: the nominalization verbs
VI: the state intransitive verb
VCL: the transitive verb before the place

6) Eysenck Personality Questionnaire Personality Traits:
All participant in the DDDM database had been asked to fill
out Eysenck Personality Questionnaire (EPQ), which charac-
terizes the personality traits of a person using the following
four factors:
Extraversion (E): People whose scores are high in this dimen-
sion show the characteristics of outgoing, talkative and desire
to explore. People whose scores are low tend to have a stable
emotion, to stay distant to people except intimate individuals,
and to lead a regular life. (Adjective words: sociable, active,
sensation-seeking)
Neuroticism (N): It is characterized as a normal behavior
instead of symptoms. High scores might imply depression and
anxiety so as to lack of rationality. (Adjective words: moody,
lack of autonomy, low self-esteem)
Psychoticism (P): It exists in all individuals with different
degrees. People whose scores are high might love to stay
lonely and to be in consideration so as to be difficult to
adapt to a new environment. (Adjective words: tough-minded,
masculine, manipulative)
Lie (L): L is a validity scale which assesses the person’s
tenderness for lying or pretending good.

To be used in practice, the zscore normalization of the
EPQ score function is computed in the training data, and
then apply it on the test data. Furthermore, inspired by [49],
[50] that computed statistics (e.g., mean, maximum, minimum)
as measures of personalities for each interaction unit, e.g.,
within a group, we not only include raw EPQ scores but
also compute seven statistics (difference, maximum, minimum,
mean, standard deviation, lower quartile (quartile1), and upper
quartile (quartile3)) between interrogator and deceiver (each
pair participant).

III. EXPERIMENTAL SETUP AND RESULTS

A. Experimental Setup

The proposed models in this paper are based on BLSTM-
DNN with attention mechanism containing one fully-
connected layer (dense layer) with ReLU activation function,
one BLSTM layer with an attention mechanism, one dense
layer with ReLU activation function, and finally one dense
layer with softmax activation function (prediction layer). Ad-
ditionally, we add one dense layer (personality learning layer)
with the ReLU activation function for a joint training with
personality information. The number of hidden units is 16
in the first dense layer and in the last dense layer; 8 is in
BLSTM layer with an attention mechanism. Also, a dropout
layer is added for these layers excluding personality learning
and prediction layers with a 50% dropout rate. Moreover,
the number of hidden units of the additional dense layer is
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TABLE III
T-TESTS BETWEEN PERCEIVED TRUTHFUL AND DECEPTIVE RESPONSES IN FIVE DIFFERENT TYPES OF FEATURES, AND A FEATURE’S P-VALUE ALL IS

SMALLER THAN 0.05 (IF A FEATURE’S P-VALUE IS SMALLER THAN 0.01, IT IS MARKED BY *). NOTE THAT ONLY TWO FEATURES’ P-VALUE ARE
SLIGHTLY HIGHER THAN 0.05, THEIR P-VALUE IS AROUND 0.067 MARKED BY -. THE DETAILED INFORMATION ABOUT ACOUSTIC-PROSODIC FEATURES

ARE IN TABLE IV AND TABLE V.

Conditions Feature Set Interrogator’s Features Deceiver’s Features

The Dec. Is Telling Truths

Aco.
MFCC1∗,2∗,3,9,11,12th, ∆MFCC6,11th ∆MFCC0,2,4,6,8

LSP0,7th, Loudness*, ZCR LSP0,6,7th, Loudness, Intensity
V oicePro, ∆V oicePro ∆ZCR, ∆F0

CTD Asksd*, Askud*, Askus, Asksu, Askbt -
BERT 88 features (1 of them*) 80 features (2 of them*)
POS DM*, Dfb*, V CL* DM*, Dfb, DK

LIWC Compare, Power Number*, Auxverb,Discrep,Nonflu
EPQ - -

Fun. EPQ -

The Dec. Is Telling Deceptions

Aco.
MFCC2∗,4,5,6,7,8,9th, ∆MFCC1,2,3,4,7,8,9,11,12th MFCC1,3,6,7,11th, ∆MFCC4,5,7,8,9,11

∆LSP0,1,2,4,6th, Loudness*, ∆ZCR LSP0,1,2,6,7th, ∆LSP6th, ZCR, Loudness, ∆Loudness
Intensity*, ∆Intensity, V oicePro, ∆V oicePro Intensity*, ∆Intensity, ∆V oicePro, ∆F0, ∆F0env

CTD - Resud, Ressd, Resus
BERT 104 features (6 of them *) 57 features (3 of them *)
POS DM*, Neqb*, V I*, Na A*, DK, Nv

LIWC Negate*, Ipron Y ou, negemo, compare
EPQ L -

Fun. EPQ L−
Difference , E−

Quartile3

equal to the size of personality scores input features. That is,
since every subject has 4-dimensional personality scores, and
personality information inputs have 4, 8, and 28 hidden units
when using a single speaker, both speakers, or both speakers
with seven statistics, respectively.

All experiments are evaluated using 10-fold cross-validation
scheme with the metric of unweighted average recall
(UAR, which is equal to macro-recall), macro-precision, and
weighted-F1. The BLSTM layer is trained with a fixed length
(40 time-steps), which is the maximum length of turns in the
used dataset. To be noticed, we use zero-padding to make all
samples time-steps the same if the length is less than 40 turns.
In the training stage, the other hyperparameters, i.e., batch
size and learning rate, is set to be 32 and 0.005, respectively.
These parameters are chosen with early stopping criteria in all
conditions to minimize cross-entropy loss on the validation set.
The optimizer used in this work is ADAMMAX [51], and our
implementation is based on PyTorch toolkit [52].

B. Experimental Results and Analyses

TABLE I presents a summary of the complete results in
recognizing perceived deception under two conditions (the
deceiver is telling either truths or lies), and the Int., Dec.,
and Both means the interrogator, the deceiver, and both inter-
locutors, respectively. The column, Who’s Fea., in TABLE I
and II implies that the feature comes from whom, such as the
interrogator, the deceiver, or both interlocutors. Besides, the
column, Who’s EPQ., suggests that the EPQ scores are from
the interrogator, the deceiver, both interlocutors, or the both
values applied with seven statistics. Moreover, our proposed
framework learned from both of the interrogators and the de-
ceiver’s acoustic-prosodic features and their personality traits
obtains the best overall perceived deception-truth recognition
tasks when the deceiver is telling deceptions (86.70% UAR).
On the other hand, when the deceiver is telling truths, the
proposed model learned from the deceiver’s EPQ personality
scores and part-of-speech taggers (POS) achieves the best

performance (84.89% UAR). Our designed method surpasses
methods with the same features but without any speaker’s
personality information by 1.49%, and 12.28% absolute when
the deceiver is telling deceptions and truths, respectively. Our
results demonstrate the importance in considering the per-
sonality traits to improve the perceived truths and deceptions
detection results. Most of our results reveal a similar pattern,
and we also find the performance benefits from modeling
both the interrogator and the deceiver. For instance, when
the deceiver is telling the truths, the model learned from the
interrogator’s LIWC features with the deceivers personality
information performs better. It seems that there is a comple-
mentary information between the deceivers personality scores
and the interrogator’s behavior features.

Another observation is that when performing statistical t-
test between perceived truthful and deceptive responses by the
interrogator with respect to the QA pairs (exhibited in Table
III), acoustic-prosodic feature set obtained from the interroga-
tors behaviors play a significant role in showing whether the
interrogator perceived the deceiver is telling the truth or not.
On the other hand, the deceiver’s acoustic-prosodic features
have more significant influence on the perceived deception-
truth detection of the questioners while the deceiver is telling
the deceptions. The more detailed descriptions are in Section
II-B1. In addition, interestingly, we found that the length of
utterance duration from the deceivers have higher correlation
with the perceived truthful prediction when the deceiver is
telling deceptions. On the contrary, the interrogators tends to
predict the truth when their length of utterance duration is
longer. Furthermore, we notice that there are more significant
dimensions from interrogators than deceivers when examining
the results obtained using BERT features.

In terms of LIWC features (the details are in Section
II-B5), the results pointed out different indicators in language
use when performing recognition under different conditions.
According to [53], [54], people might use more negative
words when lying, and our results obtain the same trends. We

Proceedings, APSIPA Annual Summit and Conference 2020 7-10 December 2020, Auckland, New Zealand

398



TABLE IV
T-TESTS BETWEEN PERCEIVED TRUTHFUL AND DECEPTIVE RESPONSES IN

ACOUSTIC-PROSODIC FEATURES WHEN THE DECEIVER IS TELLING
DECEPTIONS, AND A FEATURES VALUE ALL IS SMALLER THAN 0.05 (IF A

FEATURE’S P-VALUE IS SMALLER THAN 0.01, IT IS MARKED BY *) 19
STATISTICS DENOTE BY 1

Who’s Fea. Int. Dec.
∆F0 - 2*, 3*, 4, 5, 8*, 9, 14*, 16, 19

∆F0env - 10*, 18, 19
Intensity 2 10, 13, 17

∆Intensity 2, 3, 7, 14 5, 12, 17
Loudness 2*, 15 10, 17, 19
∆loudness 2, 3, 4, 8, 14, 16 2, 5, 14
LspFreq0th - 2, 3*, 4*, 16*
LspFreq1th - 1, 7, 13, 14*, 15, 16
LspFreq2th - 1, 14, 15, 16, 18
LspFreq6th - 7*
LspFreq7th - 2, 3, 8, 9, 19

∆LspFreq0th 15 -
∆LspFreq1th 18 -
∆LspFreq2th 2 -
∆LspFreq4th 4 -
∆LspFreq6th 2, 3, 5 4, 8, 9, 16
MFCC1th - 1, 4, 15, 16
MFCC2th 5 -
MFCC3th - 3, 8, 9*, 19
MFCC4th 5, 13, 18 -
MFCC5th 3, 4*, 6, 8, 9 -
MFCC6th 2, 13, 18 7
MFCC7th 18 7
MFCC8th 12 -
MFCC9th 3, 4*, 14, 19 -
MFCC11th - 1, 2*, 7*, 15, 16
∆MFCC1th 13 -
∆MFCC2th 5 -
∆MFCC3th 18 -
∆MFCC4th 2, 18 1
∆MFCC5th - 5
∆MFCC7th 7 16
∆MFCC8th 7, 8, 9, 19 15
∆MFCC9th 3, 4, 7, 14, 16 6
∆MFCC11th 14 6, 7
∆MFCC12th 6, 7 -
V oiceProb 13 -

∆V oiceProb 13* 3, 4, 8*, 9, 19*
ZCR - 1, 2*, 3, 15*, 16

∆ZCR 11 -

also find that the interrogator tends to perceive the deceiver’s
statements as deceptions when the interrogator uses more
negations, and those statements indeed are deceptive. Besides,
we can also use the patterns of grammar structure (POS)
to detection the interrogator’s perceived predictions. In our
observations, the interrogator turns to predict the statement as
deceptions when the deceiver uses more the adjective and the
sentential adverbs (Dk, e.g., anyway or it is said).

The most interesting part is about L (one factor in EPQ), it is
related to the person’s tendency for lying or pretending good.
The L might be an important factor in telling the interrogator’s
perceived prediction. In addition, the difference in L dimension
between the interrogator and the deceiver also could be a key
indicator even though its p-value is slightly higher than 0.05.

Further, we observe a similar trend as previous research
manifested on the English database [21] that the interrogator
judged high intensity utterances as truths because the louder
utterances might be perceived as more confident even though

TABLE V
T-TESTS BETWEEN PERCEIVED TRUTHFUL AND DECEPTIVE RESPONSES IN

ACOUSTIC-PROSODIC FEATURES WHEN THE DECEIVER IS TELLING
TRUTHS, AND A FEATURES VALUE ALL IS SMALLER THAN 0.05 (IF A

FEATURE’S P-VALUE IS SMALLER THAN 0.01, IT IS MARKED BY *) 19
STATISTICS DENOTE BY 1 .

Who’s Fea. Int. Dec.
∆F0env - 6
Intensity - 3
Loudness 5, 12, 18 3, 16
LspFreq0th 1*, 14, 15*, 16 -
LspFreq7th 16 13

∆LspFreq0th - 5
∆LspFreq6th - 6
MFCC1th 16 -
MFCC2th 1*, 7, 14*, 15*, 16* -
MFCC3th 1*, 14, 15, 16 -
MFCC9th 1, 14 -
MFCC11th 1, 15 -
MFCC12th 14, 15 -
∆MFCC2th - 1
∆MFCC4th - 6
∆MFCC6th 2 18
∆MFCC8th - 5
∆MFCC11th 7 -
V oiceProb 9, 19* -

∆V oiceProb 8 -
ZCR 1, 2, 6 -

∆ZCR - 1

these utterances could be deceptive in fact. Besides, when
the deceiver is telling the truths, there are 7 dimensions
of the deceivers acoustic-prosodic parameters where p-values
obtained are small than 0.01, and there are 5 features among
them that are smaller than 0.05. On the other hand, when the
deceiver is telling the deceptions, there are 16 dimensions of
the interrogator’s features where p-values are small than 0.01,
and there are 43 acoustic-prosodic features among them are
smaller than 0.05.

Lastly, we perform further analyses showed in TABLE VI
by examining the intersections between Table III and t-tests
between produced truthful and deceptive responses across four
different types of features and indicate those features’ p-value
that is smaller than 0.05. There are only very few acoustic-
prosodic features left, and it might explain the reason why the
human is bad at detecting deception from speech acoustics
directly. However, surprisingly, the conversational dynamics
features from inquirers are useful to be the indicators of
detecting both produced and perceived deceptions and truths.
Last but not at least, one of part-of-speech tagging from
interrogators, DM , is also an important factor in predicting
perceived truth-deception.

IV. CONCLUSIONS AND FUTURE WORK

In this study, the proposed framework are used in automatic
detecting how humans perceive truths and deceptions when the
interlocutor is telling the truths or deceptions. We analyzed
a full suite of acoustic-prosodic features, linguistic cues,

1(1): amean, (2): iqr1-2, (3): iqr1-3 , (4): iqr2-3, (5): kurtosis, (6): linregc1,
(7): linregc2, (8): linregerrA, (9): linregerrQ, (10): max, (11): maxPos, (12):
min, (13): minPos, (14): quartile1, (15): quartile2, (16): quartile3, (17): range,
(18): kewness, (19): stddev
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TABLE VI
ALL FEATURES ARE THE INTERSECTIONS BETWEEN TABLE III AND T-TESTS BETWEEN PRODUCED TRUTHFUL AND DECEPTIVE RESPONSES IN FOUR

DIFFERENT TYPES OF FEATURES, AND A FEATURE’S P-VALUE ALL IS SMALLER THAN 0.05.

Conditions Feature Set Interrogator’s Features Deceiver’s Features

The Dec. Is Telling Truths

ACO MFCC2thofquartile1, linregc2, quartile2, amean ∆F0envofskewness, ∆MFCC7ofquartile3, Loudnessofstddev
CTD Askud, Asksu, Asksd -
BERT 9 features 20 features
POS DM -

The Dec. Is Telling Deceptions

ACO ∆LSP1ofskewness, V oiceProbofminPos Loudnessofiqr1 − 3, ∆ZCRamean
CTD - -
BERT 20 features 10 features
POS DM -

conversational temporal dynamics, and language use on truth-
deception perception. We differ from [21], which only revealed
that the prosodic and linguistic cues of deception and spotted
some inconsistencies between the responses people perceived
as deceptive and those that were actual deceptive statements.

We utilize acoustic-prosodic, conversational temporal dy-
namics, LIWC, part-of-speech tagging, and BERT represen-
tations that can be combined with EPQ scores to improve
the automatic interrogator’s perceived deception detection per-
formances using a model based on BLSTM with attention
mechanism network architecture. Our proposed framework
achieves a promising accuracy of 86.70% and 84.89% (UAR)
on 2-class perceived deception-truth recognition task on two
conditions, the deceiver is telling the truths and deceptions,
respectively. To the best of our knowledge, while there some
research in studying speech perceived deception detection, this
is one of the first studies that have explicitly modeled the per-
sonality traits together with acoustic-prosodic characteristics,
linguistic cures, and language uses over the whole conversation
on perceived deception and truth detection. Furthermore, we
provide an analysis on the importance of different feature
sets in perceived deception and truth detection on different
conditions. In the immediate future work, we aim to spread
out our multimodal fusion framework to combine multiple
behaviors attributes to enhance the model robustness and the
predicting powers by the early and late fusion, and to find the
contribution made from an attention mechanism. Furthermore,
we can directly model the four-class categories, which means
we can know whether the interrogator is deceit successfully
or not because we have both targets on each topic from the
interrogator and the deceiver.
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