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Abstract—With the development of mobile terminals and In-
ternet technology, people have increasingly convenient mediums
to obtain digital music. However, complex music genres and
massive music libraries have brought great challenges to music
information retrieval. Music genres are high-level labels for
music information, which would consume a lot of time and
resources when manually tagged. This paper proposes a new
model: in order to fully mine the latent information hidden in
the input spectrum graph, we build a music genre classification
system based on the convolutional neural network that includes
Squeeze & Excitation Block (SE-Block), and then use Bayesian
optimization to search the best parameters of SE-Block. Finally,
we choose the GTZAN dataset for experiments and achieved a
classification accuracy of 92%, which is significantly better than
most previous research work.

I. INTRODUCTION

Studies have shown that users generally prefer to browse
music by genre compared to similarity or recommendation
of artists. In addition, genres related to a particular piece
of music will also affect preferences [1]. Therefore, most
music playback platforms construct music recommendation
systems based on music genre classification models, which can
provide recommendations to customers or just be launched as
commercial products. In this research direction, recognizing
genre of music is the first step. It turns out that machine
learning technology is very successful in extracting trends
and patterns from a large number of databases, and music
is inherently suitable for neural network learning thanks to its
inseparable relationship with mathematics.

Since deep learning models have proven their superior
ability in big data learning in recent years, the use of deep
learning in the field of music genre classification has shown a
growing trend, and many classification models based on deep
neural networks have been proposed [2], [3], [4], [5], [6], [7].
Convolutional neural network (CNN) has shown its excellent
performance in many classification tasks in the computer vi-
sion field. Since CNN is effective for the classification task of
RGB images, the same can be transferred to the classification
task of the spectrogram. Medhat et al. [8] proposed a CNN
architecture containing masked module. In order to make
better use of the acoustic information of music, Costa et al.
[9] proposed a classification framework in which both CNN
and SVM were involved.

In this paper, we choose the most popular music genre
classification dataset GTZAN to train and test our model,
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but GTZAN always faced problems of insufficient data since
its introduction [10]. When the algorithm complexity is high,
overfitting is easy to occur. Therefore, this paper has made
some improvements to some previous research work. The
principal contributions of this paper are as follows.

1) In order to capture as many potential features in the
spectrum as possible to improve the performance of
the music genre classification model, we built a deep
neural network based on CNN and studied the impact
of channel number on model performance;

2) We added Squeeze & Excitation Block (SE-Block) to
play the role of the attention mechanism in CNN, and
used SE-Block to assign weights to the feature map
obtained by the convolution operation;

3) At last, we use Bayesian optimization to find the optimal
parameter value of the reduction ratio inside the SE-
Block.

II. RELATED WORK

A. Convolutional Neural Network in Music Genre Classifica-
tion Task

In the early stages of CNN’s entry into the music genre
classification (MGC) field, Sigtia and Dixon [11] verified that
ReLU [12], Dropout [13], and Hessian-Free optimizations can
improve feature learning effects. In order to take full advantage
of the features of CNN’s feature extraction, LH et al. [14] first
trained CNN as a feature extractor, and then combined the
majority voting technology to train feature-based classifiers, so
that they obtained significant results on the GTZAN dataset.
Unlike the above architecture, Zhang et al. [15] introduced
the residual block proposed by He et al. Their model was
also obtained good results. In addition, Lin F et al. [16]
combines CNN and Bi-direction recurrent neural network,
aims to extract spatial information with CNN and temporal
information with Bi-direction recurrent neural network; one
of the current research trends is the introduction of attention
mechanism to learn the potential information of the data,
Yang Y et al. [17] introduced three different kind of attention
mechanisms in parallel convolutional neural network, the final
classification accuracy reached 90%, surpassing all the models
mentioned above.

Music genre classification based on CNN is just one of the
many branches of music information retrieval. From this point
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of view, other tasks of music data can be performed, such In this paper, the first step in the processing of the spec-
as beat tracking, music generation, recommendation system, trogram is audio framing. We use window functions to split
track separation, and instrument recognition. Music analysis different lengths of audio into audio clips of the same size:
is a diverse and interesting field. Music sessions represent each track in the dataset is divided by 50% overlaps, the
user moments in some way, and finding those moments and window size which referred to as “n_fft” is 1024 samples, and
describing them is an interesting challenge in the field of data the distance between the two split windows which referred

science. to as “hop_length” is 512 sampling points. We also tried
randomly shifting the signal by scrolling it along the time
B. Channel Domain’s Attention Mechanism axis, but the impact on experimental results are not obvious

Attention mechanism is a new trend in the research work of and will not be discussed in detail. After these operations, each
music genre classification with neural networks. The basic idea  30-second music track is divided into 19 groups of 3-second
is to let the system learn to pay attention so that it can ignore ~spectrogram segments, so the total number of spectrogram
irrelevant information and focus on important information. segments in the dataset becomes 19,000.

Yang . Y et al. [.17] ir}troduce serial fittention and parallel B. SE-Block
attention mechanisms in CNN respectively, and outperform
many previous works. In CNN, the data transmitted in each convolutional layer

The focus of the attention mechanism is to assign weights to  exists in a three-dimensional form, which can be treated
each feature in the feature vector set. When being input into a  as multiple two-dimensional pictures superimposed together,
CNN, each picture is initially represented by three channels(R, each of which is called a feature map.There will be several
G, B), and then passes through different convolution kernels.  convolution kernels between the layers. Each feature map
After that, each channel will generate a new signal. For of the previous layer and each convolution kernel perform
example, using a convolutional layer with a kernel-size of 32 convolution calculations, which will generate a feature map
for each channel of the image feature will generate a matrix  of the next layer. Feature map is an auxiliary tool for CNN
of 32 new channels (H, W, 32), where H and W represent the (o understand pictures, so if a feature map is given weights to
height and width of the image feature, respectively. make effective feature maps own large weights, and invalid or

The characteristics of each channel actually represent the low-effect feature maps have small weights, the performance
components of the image on convolution kernels of different of CNN will definitely be improved.
sizes, similar to time-frequency transformation, and the con- The core idea of the SE-block proposed by [18] is exactly
volution operation of the convolution kernel is similar to the the same. It learns the weight of features through loss. [19]
Fourier transform of the signal. Therefore, the information of embeds SE-Block in the convolutional layer of CNN, and
one channel can be decomposed into signal components on 32 works on the classification task of multiple time series data
convolution kernels. sets, and has achieved the state-of-art results.

Since each signal can be decomposed into components According to this motivation, the music genre classification
on the kernel function, the new 32 channels generated will model proposed in this paper embeds SE-Block as a sub-
definitely contribute more and less to key information. If we  structure in the convolution layer, rather than as a complete
add a weight to the signal on each channel to represent the structure. This mechanism improves the effects of the original
correlation between the channel and the key information, the network by assigning weights to the features extracted at each
larger the weight, the higher the correlation, that is, the channel layer, which is equivalent to the attention mechanism for the
that the network needs to pay attention to. number of channels in CNN. Although this will inevitably
increase the amount of calculations, it does show excellent
results in the accuracy of music genre classification.

As showed in Figure 1, the technical details of each major ~ Figure 2 shows the computation process of SE-Block, Fy,.
component of the proposed model are follows. represents the convolution operation of the previous layer. The

formula is as follows

III. METHODOLOGY

A. Data Augmentation of Spectrogram

Cl
Digital music audio signals can usually be expressed as U=VexX = ZVCS * X7, (L

a function of amplitude and time, with parameters such as s=1
frequency, bandwidth, and decibels. Spectrogram is not only V. denotes the c-th convolution kernel, and X® represents

the basis for feature extraction in music classification tasks, but  the s-th input. The U output after the Fj, operation is the
also the most intuitive representation of the spectrum when the second three-dimensional tensor on the left side in Figure 2,
frequency of a sound changes over time. However, in the MGC  which can also be called as C feature maps of size H x W.
task of deep learning, there always exits problems of severe And U, denotes the c-th two-dimensional matrix in U, and
model overfitting and insufficient dataset. Therefore, it is often  the subscript ¢ represents the channel.

necessary to perform data augmentation on the spectrogram F3, is followed by the squeeze operation in SE-Block, and
used for training. the formula represents a global average pooling
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Fig. 2. Computation process of SE-Block.
Wiz is 1 x 1 x C'/ r; then it passes through a ReLU layer and

1 w H o the output dimension remains unchanged; then it is multiplied

Z. = Fo(Uc) = T Z Z uc(i, J), (2) by W, which is also a fully connected layer process. The

i=1j=1

Formula (2) converts the input of the H x W x C into the
output of the 1 x 1 x C. The result of this step is equivalent
to indicating the numerical distribution of the C feature maps
in this layer, or global information.

The next step is the excitation operation, as shown in
Formula (3). The result obtained by squeeze is z. Here we
first use a fully connected layer operation to multiply W; by
z. The dimension of Wy is C/r x C, and r is a reduction
ratio. The purpose of this parameter is to reduce the number
of channels so that it can reduce the amount of calculation.
And because the dimension of z is 1 X 1 x C, the result of

dimension of Wy is C' x C'/r, so the dimension of the output
is 1 x 1 x C}; finally, the sigmoid function is used to obtain s

s =Fer(2,W) =0(g(2,W)) = c(Wad(W12)), (3)

The final s is the core point of SE-Block, the dimension is
1x1xC, and C represents the number of channels. s is used
to describe the weight of C feature maps in tensor U, which
is denoted the “attention” in SE-Block. And this weight is
learned through the previous fully connected layers and non-
linear layers. The role of these two fully connected layers is
to fuse the feature map information of each channel.

334



Proceedings, APSIPA Annual Summit and Conference 2020

The calculation to be done after getting s is channel-wise
multiplication. U, is a two-dimensional matrix, S, is a value
of weight, so it is equivalent to multiplying each value in the
U, matrix by S.. Corresponds to Fi.,. in Figure 2, it outputs
a H x W x C tensor that covers the attention weight of the
feature map finally.

X, =

scale(Uca Sc) = Sc . Uc- (4)

C. Bayesian Optimization

Hyperparameters can not be learned from the training
process directly, because they are parameters of the algorithm
itself. Each model has different hyperparameters, and a good
selection of hyperparameters does allow the algorithm to
achieve optimal performance. For example, it is necessary
to specify the learning rate and the value of reduction ratio
r in the SE-Block. Manual parameter settings is not only
inefficient, but is always affected by human bias, and it is
not always possible to find the optimal solution.

Bayesian optimization is a very practical tool for selecting
hyperparameters in deep learning researches. It could effec-
tively search for possible hyperparameter spaces and manage
a large number of parameters for hyperparameter adjustment.
The characteristics in classification models are not suitable for
finding hyperparameters with unknown functions and expen-
sive to evaluate, which is where our optimization policy works.
The basic method of Bayesian optimization is to estimate the
posterior distribution of the objective function from the data,
and then select next sample’s hyperparameters combination
according to the distribution with Bayes’ theorem. It takes
advantage of the information from previous sample points,
then it optimizes by analysing the shape of the objective
function and adjusting the parameters that minimize the result
to the global minimum [20].

In SE-Block, the reduction ratio r denotes the reduced num-
ber of channels in each excitation operation, this parameter
determines the amount of change in model size in the self-
attention mechanism and the number of parameters required to
learn these different feature maps. So the application scenario
of Bayesian optimization in this paper is

(&)

r* =argmin (1 — Accu),
resS

in the formula (5), Accu denotes the classification accuracy
on testset, S is a candidate set of reduction ratio r, and the
optimization goal is to select an r from S such that the value
of Accu will be the largest. The specific formula of model’s
output is unknown, and is equivalent to a black box function.
Bayesian optimization need to tradeoff the exploration and
exploitation for the purpose of avoiding the local optima.
Exploitation represents that learning the posterior distribution
and then sampling in the areas where the global optimal
solution is most likely to occur, and exploration focuses on
the areas that have not been sampled [21]. In this paper, our
acquisition function chooses expected improvement (EI) which
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provides a single measure of the usefulness of trying any given
point, the computation process are shown in the formula (6)
and formula (7)

El(x)Z{(g(T)f(”UJr)) 4D + o002 0>
(6)
S )= f) o

o(x)

f(zT) is the optimal value we observed in all previous
iterations, and ¢ denotes the cumulative distribution function
of the standard Gaussian distribution.

IV. EXPERIMENTS

A. Dataset

In this paper, the GTZAN dataset is selected to train and
evaluate our model. The GTZAN dataset was collected by [22]
and is widely used in MGC researches. It consists of 1000
audio clips and contains labels for 10 different music genres:
Blues, Classical, Country, Disco, Hip Hop, Jazz, Metal, Pop,
Reggae and Rock. Each genre contains 100 music clips for 30
s and is stored as a 22,050 Hz, 16-bit mono audio file. This
paper divides the training set and test set according to the ratio
of 7: 3. After data augmentation process introduced in 3.1,
each music sample is divided into 19 groups of spectrogram
segments, and the total number of spectrogram segments in
the dataset becomes 19,000.

B. Model Specification

The model proposed in our article is implemented using K-
eras and Tensorflow. During the training phase, we choose the
Adam [23] optimizer whose learning rate decreases linearly.
The batch size is 64 and we train 50 epochs. We will shuffle all
the samples after each period. In addition, a Dropout module
is added after each convolutional layer to reduce the trouble of
overfitting. The proposed CNN model has five convolutional
layers and max-pooling layers. Each layer are added with the
SE-Block after the dropout module. The detailed parameters
in the CNN with SE-Block are shown in the Table 1.

The number of CNN channels denotes the number of
convolution kernels in each convolutional layer. Each channel
is an abstraction of the original image. As the number of
channels increases, the more information in each layer of
the neural network, the less information loss of the original
image. In the first three layers of CNN, we want to get more
subtle local features from the spectrogram, so choose smaller
number of channels, which are 32,64,128, respectively. In the
last two layers, we use the number of channels of 256 and
128 to accelerate the reduction of the size of the feature
map, gradually abstracting from low-order features to high-
order features, and gradually compressing the information.
This allows the network to capture more robust features.
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As for the SE-Block embedded in each convolutional layer,
many related studies ignore the importance of the reduction
ratio r. The role of r is to determine the excitation operation
in the SE-Block to reduce the number of channels. The choice
of r’s size will also affect the performance of the model.
However, if the value of r is manually selected, there will
always be interference from human subjective prejudice, and
it will also increase a lot of unnecessary work. So we use
Bayesian optimization to select the optimal solution of the
reduction ratio . The range of r is set to [8, 32], and we use
Bayesian optimization for 50 iterations. Finally, according to
the result of Bayesian optimization, we set the value of r to
31.43, and rounded the result of dividing the channel value by
r in the excitation operation of SE-Block.

C. Experimental Results

On the GTZAN dataset, the final classification accuracy of
our model reached 92%. The optimization of loss function
is shown in Figure 3. Based on the same dataset input, the
split ratio of the training test set, and the evaluation method,
we compare with multiple previous related models in Table 2.
From Table 2, we can see that the performance of the proposed
model can obtain more accurate classification results.

SE-Block is the core point in our model, while Bayesian
optimization policy plays the role to maximize the impact of
SE-Block. In experiments, we also found that in music genre
classification tasks, changing the number of CNN channels
also affected the performance of the model. Therefore, we
mainly designed three sets of case studies to explore the in-
fluence of these factors on the accuracy of model classification.

1) Case Study 1: Impact of SE-Block: Our original model
is a five-layer convolutional neural network. In order to focus
on exploring the effects of SE-Block embedded in each layer,
we initialize the number of channels of the five convolutional
layers to [16,32,64,128,64], The value of r is set to 16 first,
and the classification accuracy of the original model without
adding SE-Block is 83.2. We start with the fifth convolutional
layer to embed the SE-Block layer by layer and test the
performance of the model. The results are shown in Figure
4.

As we can see from Figure 4, the more layers adding SE-
Block, the stronger the classification ability of the model.
Compared with embedding the SE-Block in some layers, the
experiment shows better results when the module is embed-
ded in all layers. In other words, this can also prove the
effectiveness of the channel attention mechanism. The more
convolutional layers that include the attention mechanism, the
better our network will learn and understand feature maps.

2) Case Study 2: Impact of Channels: When we learned
from the last case study that adding SE-Block to each con-
volutional layer works best, we also need to carefully design
the number of channels in the convolutional layer. Because
the number of channels has an important relationship with the
feature maps extracted by the convolution operation. Gener-
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ally speaking, the more channels, the more features will be
extracted, but too many features sometimes cause overfitting.

TABLE III
DIFFERENT CHANNELS SET’S RESULTS.

Channels parameters Accuracy(%)
(16, 32, 64, 128, 64) 86.6
(32, 64, 128, 256, 128) 91.2
(64, 128, 256, 512, 256) 90.8
(128, 256, 512, 1024, 512) 89.5

After trying four groups of five convolutional layer chan-
nels set to [16, 32, 64, 128, 64], [32, 64, 128, 256, 128],
[64, 128, 256, 512, 256], [128, 256, 512, 1024, 512], the
experimental results are shown in Table 3. After comparison,
[32,64,128,256,128] has the best effect, the network can cap-
ture and learn enough exquisite features without losing too
much information.

3) Case Study 3: Impact of Bayesian Optimiazation: The
classification model in different task scenarios has different
reduction ratio r values when applying SE-Block. The role of
r is to reduce the feature map whose input is 1 x 1 x C' to the
feature map of 1 x 1 x C/r, this step can reduce the amount of
calculation later. Generally, when researchers manually adjust
the hyperparameters, they will directly select several types of
fixed integer values to test the results of the model, as shown
in the Table 4:

TABLE IV
MANUALLY HYPERPARAMETERS ADJUSTMENT EXPERIMENTS

Ratio r Accuracy(%)
8 91.0
16 91.2
32 90.8

Using Bayesian optimization to search for hyperparameters
in the value range will be more accurate, and can successfully
find a model that be able to train with higher accuracy than the
results in Table 5. In our experiments, the Bayesian optimiza-
tion algorithm was instructed to iterate for 50 rounds in the
interval [8,32]. We divide the search interval into four smaller
intervals, calculate the average and optimal values of the
experimental results in each interval, and display them in the
table. As we can see from the Table 5, during the optimization
process, the better points obtained by the algorithm’s search
are more concentrated in [8,14.9], but we unexpectedly get
the best result at 31.43. If we only use manual adjustment
parameters, we cannot get such excellent results.

V. CONCLUSION

In this paper, we have proposed a music genre classification
model to implement a small part of the music recommendation
system. Based on the spectrogram dataset, this model con-
structs a convolutional neural network containing SE-Block for
effective training. In addition, the hyperparameters searched
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MODEL BODY ARCHITECTURE.

Layer Filter shape Stride and padding
Conv 3 x3Ix1x32 1x1,1x1
MaxPooling pool: 2 x 2 2x2,—
Dropout rate: 0.25 -
SE-Block r: 31.43 -
Conv 3x3x32x64 1x1,1x1
MaxPooling pool: 2 x 2 2x2,—
Dropout rate: 0.25 -
SE-Block r: 3143 -
Conv 3 X 3 x64x128 1x1,1x1
MaxPooling pool: 2 x 2 2x2,—
Dropout rate: 0.25 -
SE-Block r: 31.43 -
Conv 3 x 3 x 128 x 256 1x1,1x1
MaxPooling pool: 2 x 2 2x2 -
Dropout rate: 0.25 -
SE-Block r: 3143 -
Conv 3 X 3 x 256 x 128 1x1,1x1
MaxPooling pool: 2 x 2 2x2,—
Dropout rate: 0.25 -
SE-Block r: 31.43 -
Flatten - -
Dense Softmax Output:1 x 10 -

Accuracy

— tain
—— validation

— tain
15 — validation

Epochs

Epochs

Fig. 3. The classification results obtained by proposed model.

Case Study 1
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Conv layers that added SE-Block

Fig. 4. Results of case study 1.

be done, we believe the results are still promising. We have
noticed that the channel attention mechanism called SE-Block
can effectively enhance the model’s understanding of feature
I maps. In future work, we will study the impact of multiple

0.912

innovative ensemble learning strategies on model performance.
Our next goal is to construct a more user-friendly complete
recommendation system. Music genre classification is just one
of the many branches of music information retrieval task,
and more in-depth research is needed. Our work is still only
scratching the surface.
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TABLE I
EXPERIMENTAL RESULTS ON GTZAN.

Model Features Accuracy(%)
CNN + SE-Block + BO STFT 92.0
BRNN + PCNNA STFT 90.0
nnetl STFT 84.8
nnet2 STFT 87.4
VGG16 STFT 86.4
KCNN(k =5) + SVM Mel-Spectrum, SFM, SCF 83.9
ReLU + SGD + Dropout FFT (aggregation) 83.0
Multilayer representation STFT (log representation) 82.0
SVM STFT 76.2
Random Forest STFT 70.8
Logistic Regression STFT 70.0
Decision Tree STFT 50.2
TABLE V
DIFFERENT r INTERVAL’S RESULTS.

Ratio interval Mean Accuracy(%)  Top Accuracy(%) Best ratio

[8,14.9] 90.48 91.63 12.69

[14.9, 21.8] 90.39 91.92 19.47

[21.8, 28.7] 90.15 91.14 22.34

[28.7, 35.6] 90.81 92.02 31.43
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