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Abstract—Due to lack of video coding standard tailored spe-
cially to spherical or omnidirectional videos, which are important
in Virtual Reality applications, omnidirectional video frames
have to be projected onto the 2-Dimension(2D) plane, using
the EquiRectangular Projection(ERP) for example, to utilize
existing video compression techniques. As there is no information
available for prediction outside the left or right border after
projection, unexpected artefacts that are generated at the right
border of frames degrade the subjective visual quality. Utilizing
continuity of the content in the omnidirectional video based on
ERP, in this work, an efficient intra-coding method is proposed
based on adaptively padding the reference samples at the right
border for omnidirectional videos. Using the state of art video
encoder, the proposed method can reduce the BD-rate by 0.24%
in average for the coding tree units (CTUs) at the right border.

I. INTRODUCTION

Providing users with immersive and interactive experiences,
Virtual Reality (VR) applications have been gaining its pop-
ularity in recent years. Omnidirectional videos or 360 videos
play an important role in these applications. To provide a
high visual quality and compelling immersive experience,
omnidirectional videos are commonly of ultrahigh resolutions
and require high transmission bandwidths. Hence efficient
compression performance of omnidirectional videos is in
crucial need. Existing video coding standards, however, are
mostly designed for the planar video, while omnidirectional
videos are spherical in nature. It is generally necessary to
map omnidirectional videos to the plane domain to adapt to
current video coding standards. Typical mapping schemes that
have been explored include the EquiRectangular Projection
(ERP) [1], [2], Cube-map Projection (CMP) [2], [3], Rhombic
Dodecahedron Projection (RDP) [4], etc. ERP that contains
one face unfolds the video frames using a longitude and
latitude grid. Other projections, like CMP and RDP, contain
more than one face. The faces in that projection formats are
packed to a 2D rectangular picture with a frame packing
method. Among the number of sphere-to-plane projection
techniques, the ERP is widely used by most omnidirectional
video content providers because of its simplicity. At the same
time, the ERP is a format specified in the Omnidirectional
Media Applications Format (OMAF) [5] as developed by
the Moving Picture Experts Group (MPEG). Fig. 1 gives an
example of the ERP projection.

A lot of different compression schemes have been proposed

Fig. 1. Example of ERP projection.

in literature for coding omnidirectional videos to reduce the
bitrate, where some use viewpoint-adaptive encoding and
streaming approaches. In these schemes [6], [7], [8], [9], view
content that is within the viewers areas of interest is encoded
and delivered at the highest quality, while the rest of content
encoded in a lower quality. Some others improve compression
performance by reducing the redundant pixels in projection.
In those schemes [10], [11], [12], [13], the ERP is widely
studied, in which the redundant pixels in north and south
poles are reduced as much as possible. The rest schemes [14],
[15], [16], [17], [18] resort to different coding methods for
different projection format to improve coding performance.
These methods all achieve good compression performance,
but they leave out the impact of discontinuous border on
the compression performance. As illustrated in Fig. 1, an
artificial discontinuity is introduced at the left and right border
in the ERP based video, which is essentially continuous in
the sphere video, whereas intra prediction in High Efficiency
Video Coding (HEVC) [19] is not dedicated to such artificial
discontinuities. When an omnidirectional video viewer looks
at this region, the visual experience will generally be worse
than in the other regions.

In this work, considering the continuity of content at the left
and right border in omnidirectional videos based on ERP, we
modified the way of padding reference samples at the right
border in intra-frame coding in HEVC. When a prediction
block (PB) at the right border is being processed, its top-right
reference samples can be filled with the reconstructed values
at the left border. This method can not only reduce the coding
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bitrate, but also improve the visual quality.
The rest of this paper is organized as follows. Section II

reviews the related work on omnidirectional videos and the
process of padding the reference samples in intra prediction.
The proposed method for padding the reference samples for
intra-frame coding is presented in section III. Section IV
describes the experimental results and the conclusion was
drawn in section V.

II. RELATED WORK AND PADDING THE REFERENCE

SAMPLES IN INTRA-FRAME CODING

A. Related Work

Tile-based streaming of panoramic video is an efficiency
way to reduce bandwidth consumption while providing immer-
sive experience to users. In this way, the same video content
is encoded into multiple versions at different resolutions, and
each version is divided into multiple tiles. According to the
viewers viewpoint, a set of tiles are transmitted with the
highest resolution, while the remaining parts are transmitted
from the low resolution version of the same content. Some
researchers have proposed some constructive solutions ( [6],
[7], [8]) for this field. The work in [9] evaluate the impact of
different tiling scheme on the compression efficiency and on
bit-rate for transmission.

The ERP format is one of most popular format for omni-
directional video, but there is an obvious flaw in this format,
where many redundant pixels are generated in the polar regions
due to the stretching effect,. In order to overcome this problem,
latitude down-sampling techniques have been proposed, in
which the polar regions are down-sampled to reduce the
redundant pixels to improve coding efficiency. For example,
the work in [10] divides the omnidirectional video frame
into tiles, and then resizes each tile to reduce the number of
redundant pixels. A similar method is proposed in [11], where
the shape of tiles in polar regions changes from rectangular to
circle. In [12], the video frame is divided into three tiles: north
pole, south pole and equator. The tiles at polar regions will
be down-sampled and reconstructed into one tile of the same
size as tile at equator. In [13], after down-sampling, the shape
of the video frame changes from rectangular to diamond, and
then the diamond shape is rearranged into a square.

A number of methods have been devoted to improve the
compression performance for omnidirectional video coding.
An adaptive QP quantization method has been proposed
in [14], in which different CTUs in each coded frame are
assigned with different QP offsets according to Weighted-
to-Spherically-Uniform peak signal-to-noise ratio(WS-PSNR)
weights. A cell based omnidirectional video coding method
is proposed in [15], and a method is designed to process
these cells in parallel. For different projection formats, authors
in [16] propose two kinds of panoramic video compres-
sion solutions. One is a content adaptive temporal resolution
adaptation scheme for cube map projection. The other is
a quantization and rate-distortion optimization scheme for
Equirectangular projection. For intra-frame coding and inter-
frame coding in HEVC, [17] also proposes two kinds of

compression methods for panoramic video based pseudo-
cylindrical projection. In the intra-frame coding, the boundary
blocks were modified by smoothing the texture in the partial
blocks. In the inter-frame coding, non-effective picture area
of reference frames at the border is generally filled with the
content of effective picture area from the opposite border.
In [18], the omnidirectional video is first pre-processed before
encoding, which includes two steps. First, the omnidirectional
video frame is mapped into panorama via a hyperbolic mirror
surface. Next, a resampling step is implemented, in which the
image dimension is scaled independently in both the horizontal
and vertical direction.

B. Padding the Reference Samples in Intra-Frame Coding

Intra prediction is one of core techniques of HEVC. The first
step in intra prediction is to fill the reference samples which
come from the adjacent reconstructed blocks. The accuracy of
these reference samples will affect the accuracy of subsequent
samples prediction.

Given the size of the current prediction block (PB) as N ×

N , a total of 4N+1 spatially adjacent reference samples may
be used for prediction. The samples come from different coded
blocks are partitioned into 5 parts: bottom-left, left, top-left,
top, and top-right. The general process of padding reference
samples is shown in Fig. 1, where five different colours denote
five parts. When the reference samples are all available, they
can be used directly, as shown in Fig. 2 (a). When some of the
reference samples are not available, the unavailable reference
samples are filled with the closest available reference sample
in the clockwise direction, as shown in Fig. 2 (b). If all the
reference samples are not available, the reference samples are
filled with a constant value. If the depth of pixel is 8bit, the
constant value is 128, and it is 256 for 10bit.

Fig. 2. The process of padding reference samples. (a) the reference samples
are all available; (b) the reference samples are partially available (i.e.,bottom-
left and top-right unavailable ).

III. PROPOSED METHOD

One frame image is first split into many CTUs before
encoding, and the CTU encoding direction at the same row
is from left to right. As shown in Fig. 3, a block with the
solid line denotes one CTU, and the arrow represents the
encoding direction in one row. During encoding, the CTU in
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the previous row is always available for CTU encoding in the
current row. When encoding the last CTU in a row, there is
no information that can be used on the right, therefore the
above-right reference samples of PBs at the right border have
to be filled with the same values. When the prediction mode is
between 27 and 34, these identical reference samples will be
used to predict part of pixels values of PB, which will degrade
the accuracy of prediction values and lead to the increase in
the distortion and bitrate.

Fig. 3. Illustration of CTU segmentation and encoding direction.

Considering the fact that the content of an omnidirectional
video in ERP is continuous at the left and right borders, and
according to the encoding direction, the CTU on the left is
encoded prior to the right. Based on these two observations, we
can regard the encoded CTUs at the left border as the reference
for intra-prediction for that at the right border, as shown in
dotted lines in Fig. 3. That is, the block with the dotted line
denotes the CTU used as reference for intra-prediction for the
last CTU in that row, which is identical to the CTU at the
left border whereas does not really exist at the right border. In
this way, not only the CTUs on the top-right can be used, but
also the CTUs on the left can be utilized. In this design, the
reference samples of PBs in the CTU at the right border can
be properly filled with values, which will greatly increase the
accuracy of prediction. Next, we will describe the proposed
process of padding the reference samples in detail.

Fig. 4. Illustration of padding reference samples.

As shown in Fig. 4, CTUN and CTU2N denote the last
CTU at the right border in their rows, respectively. CTU2N

represents the CTU to be encoded, which has no physically
adjacent CTU at the right border. In the proposed work, CTU0

and CTUN+1 which are the first CTUs at the left border
in their rows, respectively, will be padded at the end of the
rows for reference purposes. In this design, when the size of
PB is equal to the size of CTU, the reconstructed values at
the bottom of CTU0 are used as the reference samples for
CTU2N , as shown in the red rectangle block. When CTU2N

is split into four 32×32 blocks, the top-right reference samples
of PB1 are filled with the first half pixels in the red rectangle
block. The top-right reference samples of PB3 are filled with
the reconstructed values at the bottom of the coding unit
(CU) with the number 0 in CTUN+1, as shown in the yellow
rectangle block. When the CU continues to be split, the top-
right reference samples of PB at the right border is always
available. Fig. 5 gives a flowchart of padding the top-right
reference samples in practice, where the implementation steps
are given as follows.

Fig. 5. Flowchart of padding the top-right reference samples.

First, we determine whether a CTU is on the right border.
A CTU is numbered in the raster scan order, starting from 0.
If the modulo value of the current CTU number plus one and
total number of CTU in the frame width is equal to zero, it
shows that the current CTU is on the right border, and then we
determine whether the current PB is on the right border. If the
current CTU is not on the right border, the normal intra-frame
coding is implemented.

Second, a CTU can be split into 256 CUs with the minimum
size, which is numbered in the Z-order scan. Whether a PB is
on the right border is judged based on the width of PB and the
index number of the top-left CU with the minimum size. If the
current PB is on the right border, the next step is implemented.
If not, the normal intra-frame coding is executed.

Third, because the top-right CU is available in this case,
the number of neighboring blocks should be increased and
the corresponding flag should be set true.

Finally, the data pointer of the reference samples is modi-
fied. When the data pointer exceeds the width of the current
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PB, it indicates that the top-right reference samples will be
filled. The pointer is needed to move to the starting position of
the frame image in this line. The moved data pointer position
is:

piRef = piOri−iP ic−(uiCTU ·uiCTUnum−uiWid). (1)

where piRef and piOri represent the starting pointer
position of the reference samples that will be filled with and
that of the current PB, respectively. Here iP ic and uiCTU

denote the width of the extended frame image and the size of
CTU, respectively. uiCTUnum represents the total number of
CTU in frame width, and uiWid denotes the width of the PB.

IV. EXPERIMENTAL RESULTS

The proposed method was implemented in the HEVC
reference software version 16.16 [20]. 300 frames of each
omnidirectional videos were encoded using intra main con-
figuration and with four quantization parameters (QP), i.e.,
22, 27, 32, and 37. The coding performance and bitrate
saving are measured in terms of the Bjφntegaard delta BD-
rate metric [21], where the negative values represent how much
the bitrate is reduced for the same peak-signal to noise ratio
(PSNR). In order to better show the coding performance of
the method, the total bits and PSNR values of the CTUs with
the maximum size at the right border were counted. As it can
be observed from table 1 that the proposed method improves
the coding performance in the BD-rate by 0.24% in average
for the luminance component for those CTUs.

TABLE I
EXPERIMENTAL RESULTS

YUV
BD-rate

Y U V
AerialCity -0.18% -0.39% -0.12%

DrivingInCity -0.24% -0.22% -0.01%
DrivingInCountry -0.31% -0.48% -1.30%

Habor -0.48% -0.94% -0.19%
KiteFlite -0.05% -0.26% -0.18%

PoleVaultle le -0.15% -0.29% -0.38%
SkateboardTrick le -0.34% -0.91% -1.44%

Train le -0.13% -0.38% -0.37%
Average -0.24% -0.48% -0.50%

V. CONCLUSIONS

In this paper, we proposed an efficient reference padding
method for intra-coding of the ERP-based omnidirectional
videos. The proposed method provides reasonable reference
samples for a PB at the right border, where content continu-
ity in the omnidirectional video is considered. Experimental
results demonstrated the effectiveness of the proposed method.
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