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Abstract— Dealing with multiple scale of object is main 
problem in computer vision. Feature Pyramid Networks (FPN) 
has widely used in instance segmentation area to utilize multiple 
scales of features. Using different scale of feature maps, the 
method enables to capture a various sizes of objects in a scene. 
However, FPN still cannot propagate semantic information of 
deeper layer into the shallow layer which contains spatial 
information strongly. In this paper, we propose a novel network 
which consists of stage residual connection and aggregation 
between 𝑪𝒊  and 𝑷𝒊−𝟏  above the FPN to improve the 
imperfectness of original FPNs for the instance segmentation. 
Our proposed network is called Skipped-Hierarchical Feature 
Pyramid Networks (SH-FPN), integrated on Mask R-CNN. 
Experimental results of SH-FPN show that it has significant 
improvement on Data Science Bowl 2018 benchmark dataset on 
nuclei segmentation, compared to FPN.  

I. INTRODUCTION 

The human body consists of tens of thousands of cells, each 
of them contains ‘nuclei’ that contains genetic information 
and regulates the cell function. By identifying the nucleus in 
input image, (e.g. microscopy images) researchers can 
discriminate several cells respectively in the scene so that 
they can investigate the cell’s diverse responds from various 
treatment and these approach make it easy to find cure for the 
diseases. Therefore, observing cell nuclei in different 
environment is basic and most important issue to study the 
therapy of all kinds of diseases such as cancer, heart disease, 
or rare disease that current treatments have not been 
developed. Having an automated algorithm for detecting 
nucleus accurately, it is possible for us to develop effective 
therapies for existing diseases and also to be able to respond 
quickly to emerging diseases. 

Due to the appearance of deep learning, object detection has 
achieved better performance than conventional methods. 
Furthermore, unlike conventional detection methods, users do 
not have to create a descriptor or hand-crafted features for 
sophisticated feature extraction anymore, because deep 
learning models are trained on the network using vast 
amounts of data directly related to the problem they are trying 
to solve. Those achievements are mainly due to both 
emergence of region-based Convolutional neural network 
(CNN) [3] and its upgraded versions [4], [7] and development 
of a feature pyramidal structure [8] for detecting’ objects of 
various sizes. They made it possible to detect more difficult 
objects such as cell/nuclei than general things like vehicle, 
person, etc. 

Despite the remarkable development with CNN, there are 
some shortcomings. Region-based CNNs are popular and 
usually show high performance but their computation time is 
too long and they cannot detect small object well. In the case 
of feature pyramid network (FPN), the semantic information 
of the deepest stage is delivered to the shallowest stage but 
not that strongly connected. Furthermore, once a problem 
occurs at any stage during training, the information will not 
be delivered properly to most stages. 

FPN integrated on Mask R-CNN [9] shows a superior 
performance in instance segmentation. In this paper, we 
propose an improvement of FPN, called Skipped Hierarchical 
Feature Pyramid Network (SH-FPN) integrated on Mask R-
CNN [9]. We focused on making the information flow within 
the structure more flexible and allowing the deeper, semantic 
information to be conveyed to the shallow stage which 
contains spatial information strongly. 

II. RELATED WORKS 

A. Feature Pyramid Networks (FPNs) 
To create a high-accuracy object detector, first thing to do is 

letting networks know objects of any size that arise due to the 
varying sizes of objects, which is from the different 
perspective or various size of object itself in the image. The 
first approach to handle this was forming a pyramidal 
structure using one image through a resolution change and 
find objects through the stages respectively [1], which was 
very slow because each layer was independently computed. 
However, as CNNs evolve [6], the method of recognizing 
objects using the feature map on the CNN has gained 
popularity by exhibiting great performance in many object 
detection benchmarks. After then instead of input image itself, 
consisting pyramidal structures with CNN’s feature map have 
been proposed. It is much faster than previous methods and 
has better performance using more complex features. A 
typical example of this approach is FPNs. 

The FPN is based on the fact that as the depth of a layer 
deepens the contextual information and contains shallow 
spatial information, it is designed to supplement the semantic 
information in relatively shallow stages with strong spatial 
information. It takes images of arbitrary size, uses feature 
maps of several stages with a certain ratio, and consists of 
bottom-up pathway, top-down pathway, and lateral 
connection. 
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Bottom up pathway is the process of creating layered 
feature map through feed-forward operation in backbone of 
network such as ResNet [5]. Here, the same size of 
convolution blocks are grouped together as a stage and the 
last layer in each stage is used as a reference layer to create a 
pyramid structure. Here, {C2, C3, C4, C5} are the reference 
feature map of each stage that consist of pyramid structure 
and each of them is the representative of each stage. {C2, C3, 
C4, C5} are named in order from the shallowest layer to the 
deepest layer and each layer has (H / 2, W / 2), (H / 4, W / 4), 
(H / 8, W / 8), and (H / 16, W / 16) dimensions as input has 
(W, H) dimension. 

The top-down pathway is a construction of pyramid 
structure with {C2, C3, C4, C5} with lateral connection. Each 
stage in the pyramid consists of elementwise summation of 
up-sampled feature map which contains a lot of semantic 
information and another feature map which is extracted from 
backbone network and computed 1 × 1 convolution. Through 
this process, semantic information in deeper layer can be 
passed to the previous layer, which contains more spatial 
information. In this case, the reference feature map of each 
stage is called {P2, P3, P4, P5} in order from the shallowest 
layer to the deepest layer and those 𝑃𝑖  are the final feature 
maps which are used for network’s purpose (e.g. detection, 
segmentation). 

B. Layer Aggregation 
Layer aggregation means the combination of certain layers 

which consist of network so that it makes network to be 
deeper and meaningful. According to [10], there are various 
types of aggregation. For the first, as shown in Fig. 1(a), there 
is a shallow aggregation like FPN which is linear and 
aggregates the deepest one at first and the shallowest one at 
last. The reason why this way called ‘shallow’ is that this kind 
of aggregation only aggregates two stages, arbitrary one stage 
and the stage which is right before the chosen one. Next, there 
is tree structured aggregation which ‘literally’ looks like 
decision tree structure which is shown in Fig. 1(b). Utilizing 
this structure can make some hierarchies between the 
information which can let feature maps be more complex.  

In this paper, we have applied both shallow aggregation and 
tree structured aggregation to the four stages used in the top-
down pathway of the FPN to create Skip-Hierarchical Feature 
Pyramid Networks (SH-FPN) that forms a more complex and 

powerful feature map for instance segmentation. 

III. PROPOSED METHOD 

A. Overall Structure 
. The proposed SH-FPN is constructed on Mask R-CNN, 

which shows excellent performance for instance segmentation. 
Considering that segmentation occurs after an object is firstly 
detected in Mask R-CNN, we focused on improving the 
performance of detection part by using SH-FPN. As shown in 
Fig. 2, it is easy to find out that where we put our SH-FPN in 
the Mask R-CNN. As shown in red square in Fig. 2, our 
model works behind the feature extractor, ResNet-50, which 
produces feature maps that will be the inputs of SH-FPN. And 
then, our SH-FPN makes more powerful feature maps that 
will be passed to RPN and ROI–Align to make a prediction 
for proper detection and segmentation. 

B. Skipped Hierarchical Feature Pyramid Networks 
Our proposed network composed with additional two 

connections to the top-down pathways of original feature 
pyramid network. Stage residual connection and 𝐶𝑖  to 
𝑃𝑖−1 connection (i = 3, 4, 5). Here, followed the FPN’s 
notation, {C2, C3, C4, C5} are feature maps from feature 
extractor and {P2, P3, P4, P5} are final feature maps that are 
used for network’s purposes.  Fig. 1(a) shows the aggregation 
way of original FPN and Fig. 1(b) shows tree structure. Our 
proposed structure can be seen in Fig. 3 and it is not hard to 
find out the difference between two pyramidal networks. 

The main differences between two architectures are as 
follows: Stage residual connections and aggregation between 
𝐶𝑖 and 𝑃𝑖−1. These differences lead SH-FPN to make better 
performance than the original FPN. 

Stage residual connection, the green arrow of Fig. 3, is just 
residual connection between 𝑃𝑖  stages. It leads feature maps 
to contain more contextual information with locational 
information. That’s because the semantic information of P5 
and P4 will be directly attached to P3 and P2, which contain 
more locational information compare to the other deeper 
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Fig. 1 (a) Shallow aggregation, (b) Tree structure aggregation 
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layers. By adding these connections to existing top-down 
pathway of FPNs, allowing us to strengthen the way of 
shallow aggregation’s contextual information propagation. 

In the case of aggregation between 𝐶𝑖 and 𝑃𝑖−1, the red 
arrow of Fig. 3, which we get some idea of tree structure, 
gives information hierarchy to network’s feature maps. 

Furthermore, interactions between 𝐶𝑖  and 𝑃𝑖−1 
aggregation and stage residual connection can make more 
flexible network. For example, using a structure like Fig 1(a) 
and once problems happened during the training phase (e.g. 
values of the layer are nearly zero), information flow during 
the backward propagation will not be able to produce 
meaningful updates. It means that if such problem occurs at 
P3 in original FPN, it will not be able to update the 
information about P4 or C3 properly in the backward 
propagation procedure since P3 will give them very small 
update values. However, that kind of inefficiency has been 
solved with aggregation between 𝐶𝑖 and 𝑃𝑖−1. For instance, 
let’s assume the same problem occurred at P3. Having too 
small values or values that are nearly zero at P3, in the case of 
Fig. 3, still can update the information of P4 and C3 via 
connection from P2. That’s why our proposed model has 
more flexible information flow. 

IV.  EXPERIMENT RESULTS 

A. Dataset and Training 
We used image set BBBC038v1, available from the Broad 

Bio-image Benchmark Collection [2] to evaluate the method. 
It consists of 670 training samples and 65 test samples, which 
was created for the Kaggle 2018 Data Science Bowl 
benchmark. 

Our proposed network (SH-FPN) is implemented based on 
Pytorch [11] and trained with an NVIDIA Titan X. Using 
Adam optimizer, the learning rate was initially set to 0.01 for 

16K iterations and dropped the learning rate by a factor of γ = 
0.1 for every 10K iterations. For fair comparison same 
condition was applied when we implement original FPN with 
Mask R-CNN. 

B. Evaluation Metric 
We evaluate our network, with mean average precision with 

several different intersection of union(IoU) thresholds, t.  
The way to calculate the IoU between two set X, Y is as (1): 

IoU(X, Y) =  
𝑋 ∩ 𝑌
𝑋 ∪ 𝑌

   (1) 
And then computing IoU of ground truth and predicted 

mask for all threshold value t, which is the criteria of right 
detection and it starts from 0.5 and increased gradually with 
0.05 and finished when the value of t is 0.95.  

A precision value for each threshold is calculated with the 
number of true positives, false negatives and false positives 
and be calculated as (2): 

 
𝑇𝑇(𝑡)

𝑇𝑇(𝑡) + 𝐹𝐹(𝑡) + 𝐹𝐹(𝑡)
   (2) 

Finally, we take the mean of all above precision value 
through the whole threshold and work out an average of all 
images’ average precisions. In this case, the higher score 
means better performance.  

C. Performance 
Before evaluating the performance of our proposed method, 

we combined 4 images into 1 mosaic images for data 
augmentation. As a result, we used 378 gray images for 
training the network, 37 gray images for validation and 53 for 
testing. Also, we used 69 color images for training, 12 color 
images for validation and the other 12 color images for testing. 

Since the small number of training image, we do validation 
process to avoid overfitting and find the early stop point.  

Fig 4. Detection results among validation images 
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At Fig. 4 and Fig. 5, we visualize our detection result 
through the validation set and test set respectively. Each 
figure consists of original image, instance segmentation 
prediction result from FPN and SH-FPN, and the ground truth. 
Both Fig. 4 and Fig. 5 have white boxes which indicate the 
different prediction result of FPN and SH-FPN for the same 
original image. Comparison between the ground truth, 
prediction from FPN has many false positives. However, SH-
FPN reduces more false positives than the original FPN by 
observing the white boxes in Fig. 4 and Fig. 5. For instance, 
by observing the 2nd row of Fig. 5, comparing with ground 
truth, it is easy to find many false positives inside the white 
boxes in the result of FPN. But the prediction result of SH-
FPN doesn’t have such false positives in the white boxes. 

Table 1 reports the evaluated score over validation data with 
evaluation metric. We used original FPN with Mask R-CNN 
as baseline. Table 2 is the performance of networks among 
the test data. The result show that the total performance of 
SH-FPN is better than the original FPN in both of case. 

 
Table 1 Mean average precision of state-of-the-art methods on validation set 

 
Table 2 Mean average precision of state-of-the-art methods on BBBC038v1 test set 

V. CONCLUSIONS 

We proposed a novel network called SH-FPN which 
combines the extracted features with mixture of shallow 
aggregation and tree structures with several residual 
connections to FPN allows that our network can capture 
multiple scale features of nuclei better than original FPN. Our 
experimental results demonstrated the advantages of the 
proposed method in terms of detection accuracy comparison 
with accuracy of original FPN on BBBC038v1 dataset.  
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