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Abstract—Due to its fast learning speed and good  

generalization ability, extreme learning machine(ELM) has 

gained significant attention in machine learning and pattern 

recognition fields.  However, when directly applied ELM to 

hyperspectral image classification (HSI) ,the accuracy is not high. 

In this paper, we propose a novel kernel ELM method, which 

joint spatial-spectral information together to investigate the 

performance of kernel ELM for HSI classification. In the 

proposed method, the spatial information are employed by 

extended morphological profiles. Experiments carried on two 

widely used hyperspectral   datasets demonstrate that the 

proposed method outperform the SVM and kernel SVM 

methods. At the same time the cost of computation is much less 

than traditional methods.  

I. INTRODUCTION  

Hyperspectral remote sensing images contain rich spatial   

and spectral information of objects, and the ability to 

recognize and classify the ground objects has been greatly 

improved. Classification is a hot research topic in the 

processing and application of hyperspectral remote sensing 

images, and its ultimate goal is to assign unique pixels to each 

pixel in the images .However, the supervised classification of  

hyperspectral images(HSI) is a challenging problem due to 

the high  dimensionality, it usually suffers from the Hughes 

phenomenon[1]. To overcome the high-dimensional problem, 

many methods were recently introduced for HSI classification 

and had shown good performance, such as manifold learning, 

support vector machine(SVM)[2] and composite kernel-based 

methods [4-7].In order to get more accurate result, spatial 

joint spectral information methods are widely used, especially, 

kernel-based methods. Y.Gu [8] has proposed use nonlinear 

multiple kernel learning. Pan [9] introduced an ensemble 

framework which combines spectral and spatial information 

in different scales. B. Pan [10] successfully use deep learning 

method on combining spatial-spectral information for HSI 

classification. Y. Yuan [11] proposed a method mainly 

focuses on multitask joint sparse representation (MJSR) and a 

stepwise Markov random filed framework to tackle those 

problems.  Compared to those kernel methods , extreme 

learning machine[12] has received much attention due to its 

advantages. ELM does not need to tune the hidden layer 

parameters if the network architecture is determined. The 

hidden layer parameters in ELM are randomly generated and 

independent of the training data and application environments. 

By minimizing the training error and the norm of output 

weights simultaneously, ELM tends to have better 

generalization performance and has a unified analytic solution 

for binary, multiclass, and regression problems. Though, 

advantages above mentioned , when directly applied ELM on 

HSI datasets, the accurate is not high, since we only use 

spectral information . Some methods use spatial-spectral 

information based ELM for HSI classification methods are 

proposed. Zhou [13] has proposed two spatial-spectral 

composite kernel ELM for HSI classification .Chen [14] use 

Gabor filtering to extract spatial information ,then joint 

spectral information as input of ELM. In [15] , extended 

morphological profiles were employed for spatial information 

for ELM-based classification of HSI. M. Jiang [16] exploit a 

multiscale spatial weighted-mean-filtering-based approach to 

extract multiple spatial information. 
Although those spatial-spectral with ELM-based methods 

have performed well, their performance can be further 

improved by using more efficient spatial information or more 

adopted kernels resembled. 
  Considering the importance of spatial information, we use 

extended morphological profiles [17]. Two widely used 

morphological operators are opening and closing, which are 

based on the fundamental operations of erosion and dilation. 

From these basic operations, the so-called morphological 

profile (MP) can be constructed. An MP contains information 

of the structures of the image at different resolution sizes. In 

remote sensing, MPs are usually computed from hyperspectral 

data using principal component analysis (PCA) [18] . These 

attributes profiles extract information related to size, 

geometry, and homogeneity of regions.  

  In this paper, based on ELM, extended morphological 

profiles are employed to extract spatial and spectral 

information .Then, we integrate spatial-spectral information 

for HSI classification. The rest of this paper is organized as 

follows. The ELM and kernel ELM are introduced in section 

II. The proposed spatial-spectral kernel ELM is detailed 

described in section III. Experimental results and analysis are 

shown in section IV. Conclusions of this paper are shown in 

section V.    

II. EXTREME LEARNING MACHINE 

A. Single  Layer Feedback  Neural network 
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Extreme learning machine  is an algorithm for solving the 

hidden neural network proposed by G.B. Huang. The essence 

of ELM is a single hidden layer feedforward neural network 

(SLFN)that does not need to tune parameters. Figure .1 shows 

a single hidden feedback layer network. 
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 Fig. 1   Single layer feedback network 
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output function  of a standard single layer feedback network 

with L hidden nodes can be presented as 
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Where 1[ ,..., ]T

i i ida a a is the weight vector connecting 

the input nodes to the i th hidden node,
1[ ,... ]T

i im   is 

the weight vector connecting i th hidden node to the output 

node, 
ib  is the threshold of the i th hidden 

node, ( ) ( , , )i i iG x G a b x is the hidden layer output activation 

of node i. 

SLFN with L nodes can approximate N distinct samples, 

that is to say
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The equation(2) can be Represented by matrix  

H Y                                         (3) 
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    The matrix H is a function of hidden layer parameters 

ia and 
ib are unknown.  : 
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In traditional methods, equation (5) usually solved by 

gradient based iterative algorithm. However ,in the process of 

iterating ,parameters needed to be tuned, thus may cause 

gradient diffusion, local minima and overfitting. 

B. ELM and kernel ELM  

Different from traditional SLFN, ELM is a generalized 

SLFN. The parameters 
ia and 

ib  need not to be tuned in 

hidden layer ,they are randomly generated in the beginning of  

the ELM algorithm  learning  process. Once  the 
ia and 

ib are 

determined ,the hidden layer output matrix H will be 

determined through  
ia and 

ib  . Training a single layer 

feedback neuron network changes to solving a linear system,  

the output weight will be  obtained by this linear analytic 

solutions.   

ELM ultimate goal is not only  get the smallest  training  

error but also get the smallest  norm of output weight  . 

2 2
min minH Y and                  (6) 

Based on optimization theory, equation (6)  can be 

formulated as follow: 
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Where 
1 1( ) [ ( , , ),..., ( , , )]L Lh x G a b x G a b x ,

i  is the 

training error, C  is regularization parameter. 

According to Lagrange multiplier theory and KKT 

optimization conditions, the solution (7)  can be expressed as 
1

T TI
H HH Y
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After we get  ,the output of ELM is obtained by 

equation(9). 
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To be similar as SVM kernel methods, kernel trick can be 

used in equation (9), kernel function 

     ,i j i jh x h x K x x  can replace the inner product 

  Th x H and 
THH in equation (9)  

The kernel trick version of ELM is kernel ELM, which 

will be used in follow parts of this paper. 
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III. PROPOSED SPATIAL-SPATIAL  

KERNEL ELM BASED METHOD 
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In this section, we present a method joint spatial-spectral 

information together to investigate the performance of kernel 

ELM for HSI classification. Figure 2 shows the process of the 

method  we proposed . 
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Fig. 2   Process of the spatial-spectral kernel ELM based 

HSI classification 

Mathematical morphology is widely used to extract spatial 

information in images. Opening and closing are the most 

common morphological operators used to obtain 

morphological profiles. The precise details of the effect of the 

operator on the image are determined by a structuring element. 

Moreover, it is possible to define morphological operators 

that satisfy those property: if a spatial structure of the image 

contains the structuring element, then it is fully preserved; 

otherwise it is fully removed. In order to exploit all the 

elements with different sizes and shapes, it is necessary to use 

a range of structuring elements (SEs) with increasing sizes. 

A morphological profile is composed of the opening 

profiles (OPs) and the closing profiles (CPs) [16]. The OP at 

the pixel x is defined as follows: 

 ( )( ) ( ), 0,i

iOP x x i n   

Where γ(i) is the opening with an SE of size i and n is the 

total number of openings. Besides, the CP at the pixel x is 

defined just as follows: 

 ( )( ) ( ), 0,i

iCP x x i n   

Where ϕ(i) is the closing with an SE of size i. So for a single 

pixel in an image, the MP is a vector with a length of 2n+1, 

which can be defined as follows: 

 ( ) ( ), , ( ),..., ( )n nMP x CP x I x OP x 

Where I(x) is the original pixel. As indicated in (12), the 

definition of MP first came from a single grayscale image.  

For hyperspectral images, if we build MPs for all bands on 

datasets, there will be a huge amount of data , and much of 

them are redundancy. To solve this problem, an effective  

approach is choosing some PCs before we build MPs. The 

EMP of a pixel x is a vector of m(2n+1) dimension (m is the 

number of PCs): 

 1PC PC
EMP( ) MP ( ),...,MP ( )mx x x (14) 

The EMPs of hyperspectral images contain both spatial and 

spectral information, and can be used as feature vectors for 

classification. These attributes profiles extract information 

related to size, geometry, and homogeneity of regions. 

By exploiting the information in spatial domain and 

spectral domain, the kernel method is usually used to perform 

the spatial–spectral classification .In the kernel method, the 

original spectral features are used to compute spatial and 

spectral kernels, which are combined to form kernels. 

Given a pixel 
ix , a pixel is a sample consisting of  the 

spectral characteristics across a continuous range of spectral 

bands, we denote its spectral and spatial features 

as
w

ix and
s

ix respectively. The spectral feature vector 
w

ix is the 

original
ix , which consists of spectral reflection values across 

all bands. The spatial feature vector 
s

ix is extracted by EMP 

of pixel 
ix . 

Once the spatial and spectral features 
s

ix and 
w

ix are 

constructed, we can compute the spatial kernel KS and 

spectral kernel as follows: 
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The RBF kernel is used,    
s and    

w  are the width 

of the RBF kernels. Kernel ELM is represented as: 

                1S WK K K                                        (17) 

When the spatial–spectral kernel in equation (14) is 

computed, the kernel ELM model resolves equation (18). 
1

I
K Y

C




 
  
 

                                    (18) 

   And we get outputs: 

  Xf x K                                           (19) 

Each test sample 
tx will be assigned to the highest value in 

   1 ,..., ( )t t t m tf x f x f x   
according to the index during the 

prediction phase. 

IV. EXPERIMENTAL RESULT 

A. Hyperspectral Image Datasets 

In this section, we evaluate the generalization of the 

proposed approach by two widely used datasets, Indian pines 

and University of Pavia. The two datasets are public available 

hyperspectral datasets. 

1) Indian Pines: The dataset was acquired by the AVIRIS 

sensor in 1992. The image scene contains 145 × 145 pixels 

and 220 spectral bands, where 20 channels were discarded 

because of the atmospheric affection. The spatial resolution of 

the data is 20 m per pixel. There are 16 classes and totally 10 

249 labeled samples in the dataset.  The ground-truth map are 
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shown in Fig. 3. 

2) University of Pavia: This dataset was acquired in 2001 by 

the ROSIS instrument over the city of Pavia, Italy. This image 

scene corresponds to the University of Pavia and has the size 

of 610 ×  340 pixels and 115 spectral bands. The spatial 

resolution is 1.3 m per pixel. After removing noisy and water 

absorption bands, 103 bands are retained. The data contain 9 

ground-truth classes and 42776 labeled samples in total. The 

ground-truth map are shown in Fig. 3.  

       

 
Fig.3 The ground truth of  Indian Pines and  Pavia University 

 

B. Parameter setting 

The proposed kernel ELM method is  compared with the 

classical classifiers, SVM with CK (SVM-CK), and general 

ELM method. The classification performance of different 

algorithms is assessed on the testing set by the overall 

accuracy (OA) which is the number of correctly classified 

testing samples divided by the number of total testing samples, 

by the average accuracy (AA), which represents the average 

of the classification accuracies for the individual classes, and 

by the kappa (κ )coefficient, which measures the accuracy of 

classification agreement. The experiments are conducted 

using MATLAB R2017b , 2.8 GHz dual core  and 16GB 

RAM. 

For the Kernel methods, SVM-CK, kernel ELM the 

combination coefficient μ  is set to be 0.8. For all kernel-

based algorithms, the RBF kernel is used. The parameter σ  
varies in the range  4 3 42 ,2 ,..., 2  ,C ranges from 

0 510 10to  ,three fold cross-validation with a grid search 

method employed to select the optimal parameters. The 

experiment performs the following cross-validation 

operations: 

1) Original training set is randomly divided into three 

equally sized subsets;  

2) Two subsets are used to train the model and the 

remaining subset is used as the validation data for testing the 

model and outputting OA; 

3)  Step 2) is repeated three times (folds) such that each of 

the three subsets are used as the validation data once;  

4)  Three results from the folds are averaged to produce a 

single OA. 

 Finally, the parameter pair with the highest OA obtained. 

By the cross-validation process is set as the optimal parameter 

pair. The optimal parameter pair corresponds to the highest 

empirically cross-validation OA and is used for training and 

testing. 

In the general ELM method, the sigmoid function is used, 

the hidden layer parameters  
1

,
L

i i i
a b


 are randomly generated 

based on uniform distribution from the range [ 1,1] , and the 

number of hidden nodes L  is 1000. 

C.   Experiment  Results and Analysis 

The total number of pixels of Indian Pines available in the 

reference data is 10,366, but some classes just contain very 

small training samples. To evaluate the performance of 

different algorithms in this challenging case, we try to get 

nearly 30 labeled training samples (small sample class less 

than 30) per class randomly, since some classes total sample 

are very small, we chose 10 samples in order keep the training 

samples balanced. The remaining labeled samples are used for 

testing. 

The classification   accuracy of KELM, CK-SVM and EMP 

kernel ELM measures are provided in Table I. 

    Table I 

OA, AA and Kappa  Obtained by Different Approaches on Indian Pines  
 

Class 

No. 
Train KELM CK-SVM EMP-

KELM 

1 10 88.89 87.80 91.12 

2 30 66.03 91.74 88.58 

3 30 59.70 94.32 96.09 

4 30 89.71 92.12 94.23 

5 30 89.51 94.28 96.94 

6 30 91.07 95.60 99.50 

7 10 100.00 99.22 96.96 

8 30 96.08 99.35 99.93 

9 10 100.00 100.00 99.80 

10 30 69.30 94.56 92.30 

11 30 53.65 94.46 98.14 

12 30 73.97 88.35 95.51 

13 10 99.45 98.01 99.38 

14 30 91.14 99.64 99.80 

15 10 74.29 90.20 96.35 

16 10 86.23 92.22 87.29 

OA 83.25 93.17 94.52 

AA 83.63 92.54 93.40 

κ 0.6905 0.9311 
0.942

6 

Time(s) 3.2445 39.87 42.16 

From Table I, we can see  that, EMP kernel ELM shows 

slightly better results than SVM, and ELM provides the worst 

results especially for the classes with limited training samples. 

This demonstrates the kernel used in kernel ELM or SVM is 

more powerful than the randomly generated. When additional 

spatial information is available, the performance of the 
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spectral-based classifiers is dramatically improved. 

The results for the classification of the Indian Pine are 

shown in figure.4. 

 
(a)                            (b)                              (c) 

Fig.4 The classification map of  Indian Pines(a) KELM (b)CK-SVM(c) 

EMP-kernel ELM 

The results for the classification of the Indian Pine are 

shown in figure.4. It can be clearly seen that the classification 

maps of EMP kernel ELM is more coherent in the 

homogeneous regions than other methods. In addition, the 

spatial-spectral methods provide better results than spectral 

methods in terms of consistent classification results with little 

noise. In particular, the improvement is typically arisen for 

classes with similar spectral signatures. 

The classification results for the Pavia Centre image are 

shown in figure 5 and the accuracy measures in Table II. The 

total number of pixels available in the reference data is414815. 
Accordingly, a training set of 30 samples per class. Regarding 

Table II, the accuracy measures of the ELM-based proposed 

technique can provide equally competitive and even better 

classification results when compared to the traditional 

approach. 
TABLE II 

OA, AA AND KAPPA BY DIFFERENT APPROACHES ON PAVIA 
UNIVERSITY FOR DIFFERENT CLASSES  

 

Class Train KELM 
CK-

SVM 

EMP-

KELM 

Asphalt 30 95.12 90.23 100 

Meadow 30 98.63 91.19 95.82 

Gravel 30 76.80 88.21 93.75 

Trees 30 93.15 95.02 94.63. 

Metal 

sheets 
30 99.56 

99.73 99.50 

Bare soil 30 84.10 93.99 96.30 

Bitumen 30 78.93 97.35 99.52 

Bricks 30 89.56 86.90 95.26 

Shadows 30 99.95 99.98 99.87 

OA 79.16 91.45 95.28 

AA 85.28 92.03 96.27 

κ 0.7239 0.8990 0.9780 

Time(s) 2.9349 38.26 20.36 

  

 

(a)                                (b)                                 (c) 
Fig.5 The classification map of University of Pavia (a) KELM (b) kernel-

SVM (c) EMP-kernel ELM 

From Table II , we can see  that when spatial information is 

used ,the accurate of classification is dramatically increased . 

Such as bare soil , from 84.10% to 96.30%,bitumen ,from 

78.93 %to 99.52%.The reason is that spatial information helps 

to discriminant the samples with similar spectral curves. 

In all of the experiments, the spatial-spectral methods 

provide more accurate results than the spectral methods. It 

indicates that spatial information is necessary to complement 

the spectral features for identifying the subtle differences of 

similar objects. 

V. CONCLUSIONS 

In this paper, we have proposed a new EMP based spatial-

spectral information joint kernel ELM framework for HSI 

classification. In particular, the spatial–spectral information 

are employed by using a weighted summation. Experimental 

results have shown that the proposed EMP kernel ELM is 

more accurate and faster than the SVM-CK for the 

classification of HSI. 
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