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Abstract—SILK, as a speech codec for real-time packet-
based voice communications, which is widely used in many
popular mobile Internet application, such as Skype, WeChat,
QQ, WhatsApp, etc. It will be a novel and ideal carrier for
information hiding. In this paper, a secure steganography scheme
for SILK is proposed, which embeds secret message by modifying
the LSF (Line Spectral Frequency) quantization indices based on
the statistical distribution of LSF Codebook. The experimental
results show that the auditory concealment of the proposed
scheme is excellent, the decrease in PESQ is very small. The
average hiding capacity can achieve 129 bps and 223 bps under
the sampling rate of 8 kHz and 16 kHz respectively. More
importantly, the proposed scheme has good statistical security.
In this scheme, the statistical distribution of LSF Codebook is
considered as a constraint condition to make the distribution
of stego’s codeword close to that of the cover audio. Under
the steganlysis scheme which is referenced from the existing
steganlysis scheme for G.723.1, the average correct detection rate
is under 55.4% for both cover and stego audio. To the best of our
knowledge, this is the first work to hide information in SILK.
Based on the similar principle of speech compression, the method
can be extended to other CELP codec, such as G.723.1, G.729,
AMR, etc.

I. INTRODUCTION

Steganography[17] is an important technique for secret com-
munication, which embeds confidential information into digital
media, such as text, image, audio and video[7], [20] In recent
years, with the increasing popularity of mobile communication
technology, voice communication become more important in
our daily life. SILK is a speech codec for real-time voice
communications which is designed and developed by Skype[6]
Company. It has been accepted as a IETF (Internet Engineering
Task Force) standard. Now SILK is adopted as the speech
codec in Opus[19] codec, which is a very popular interactive
speech and audio codec. Due to its high coding efficiency
and good adaptability to the limitation of the network, SILK
is used in many popular social network applications, such as
Skype, WeChat, QQ, WhatsApp, etc.

With the popularity of social network applications, SILK
will be a novel ideal carrier to transport confidential in-
formation. To the best of our knowledge, there is still not
any steganography scheme for SILK. However, Due to the
similarity of the speech compression principle with the other
CELP(Code Excited Line Prediction) codecs, such as G.723.1,
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G.729, AMR, etc, there are many existing steganography
schemes can be referenced. In these steganography schemes,
secret information is embedded by modifying the compres-
sion parameters during the encoding process. There are three
main compression parameters in CELP codec, and they are
suitable for embedding, including Fixed Codebook(FCB)[5],
[14], [23], [18], Linear Prediction Coefficient(LPC)[13], [12],
[22] and pitch delay[15], [2], [21], [9]. While Fixed Codebook
represents the selective excitation pulse, Linear Prediction
Coefficient represents the short-term prediction coefficient, and
pitch delay represents the long-term prediction coefficient.

In SILK codec, the main compression parameters is al-
most similar with the CELP codecs. LPC is an important
compression parameter in all these speech codecs which are
based on the linear predictive model. In the encoding process
of these codecs, the LPC coefficient are all converted to
LSF (Linear Spectral Frequencies) parameters, and the LSF
parameters are compressed and encoded. There are many
steganography scheme based on the modification of LSF
parameters. Liu[13] proposed a steganography method for
low-bit-rate speech codec by replacing quantization index
set in LSF, and proposing a division strategy based on the
genetic algorithm. Xiao[22] proposed to embed secret message
in low bit-rate speech stream by complementary neighbor
vertices(CNV), which divide the codebook into groups, and
modify vector quantization index of LPC coefficients in the
same group, QIM based on Graph theory is applied to improve
the codebook partition. Peng[16] proposed a steganography to
construct 3D-Sudoku matrix in multiple vector quantization
characteristics of the Line Spectrum Pair (LSP), which is
related to LPC signal directly to improve the concealment
and the hidden capacity. Chiang [3] proposed the scheme
to divide the codebook partition based on codeword cluster.
Liu[10] divided neighbor-indexed codewords into separated
sub-codebooks combined with a suitable stego coding strategy
and embedded secret message in LSF quantization process.

Although those steganography has good concealment and
high hiding capability, the distribution features of the LSF
parameter would be changed after embedding. Since that
there are some effective steganalysis schemes emerged. Li[1]
proposed to extract quantitative feature of LSF to detect the
quantization index modulation(QIM) stagngraphy in G.723.1.
Li[8][8] discovered that the correlation characteristics of
split vector quantization (VQ) codewords of LSF parameter
are changed after steganography, and proposed a steganlysis
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Fig. 1: SILK encoding diagram.

scheme base on Quantization Codeword Correlation Network
(QCCN). The above steganlysis schemes are all effective, and
have good detection accuracy rate.

In this paper, a secure steganography scheme for SILK
(SS DLSF ) is proposed, which embeds secret message by
modifying the LSF (Line Spectral Frequency) quantization
indices based on the statistical distribution of LSF codebook.
The statistical distribution of LSF codebook is considered as
a constraint condition to improve the statistic security of the
proposed scheme.

The rest of the paper is organized as follows. The compres-
sion principle of SILK codec is introduced in Sect.2, and the
distribution characteristics of LSF parameters are analyzed in
detail. In Sect.3, the SILK steganography based on LSF code-
book statistical distribution (SS DLSF ) is introduced. Sect.4
presents the experimental results. Finally, the conclusion and
future work is drawn in Sect.5.

II. DISTRIBUTION CHARACTERS OF LSF IN SILK

A. Compression principle of SILK codec

SILK codec is designed for the real-time voice communica-
tions in internet. It has good coding efficiency and scalability,
can handle adaptive coding technology of low-rate network.
SILK operates on four different sampling rates: 8 kHz for
narrowband, 12 kHz for medium band, 16 kHz for wideband
and 24 kHz for super wide band. SILK codec has a variable
bitrate that can be set between 6 and 40kbps. The compression
principle of SILK is based on Liner Prediction. An overview of
the SILK encoder is shown in Figure 1. When SILK encoder
works, input signal is processed by a VAD (Voice Activity
Detector) and a high-pass filter. The high-passed input signal
is processed by the open loop pitch estimator, which compute
to the pitch lags (per 5 ms) and voiced/unvoiced classification
(per 20 ms). Then, the noise shaping analysis finds gains
and filter coefficients used in the prefilter and noise shaping
quantizer. The excitation signal is constructed by prediction
analysis to get the short and long term prediction coefficients.
And LSF Quantizer, LTP Scaling and Gains Processor are
respectively to find the LSF quantization indices, LTP state
scaling coefficient and processed gains. Finally, quantized
signal is encoded by entropy coding, as final output of SILK
encoder.
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Fig. 2: SILK decoding diagram.

An overview of the decoder is shown in Figure 2. The range
decoder decodes the encoded parameters, which includes three
parts: pulse and gains for the excitation signal generation,
pitch lags and LTP coefficients, and LPC coefficients. The
pulses and gains for the excitation signal generation, as well
as LTP and LSF codebook indices which are needed for
decoding LTP and LPC coefficients, are used for LTP and LPC
synthesis filtering to get the excitation signal respectively. So
the embedding secret message must be in the three parts of
parameters. This paper focus on the LSF quantization, and
LSF(Linear Spectrum Frequency) vector is the representation
of LPC parameters.

In the LSF quantization part, SILK encoder use the multi-
stage vector codebook to achieve memory efficient and highly
scalable. This structure quantize LSF vector to find LSF
quantization indices. In the first stage the input is the LSF
vector, and in any other stage s >1, the input is quantization
error which is between input and codebook from the previous
stage. In each stage, error sum between input and codewords
is calculated as Equation 1:

Se =

d∑
i=1

(xi − cwi) (1)

while x represent the input in every stage, d is the LSF
order, cw is the codeword value. In SILK codec, for different
sampling rate, LSF vector has different orders. The LSF order
is 10 when sampling rate is 8 kHz, and 16 in the other
sampling rates. Besides, the codebook structure has 6 stages
to quantize when the LSF order is 10; and 10 stages when
the LSF order is 16. There are four codebooks with different
sampling rate and frame type (voiced and unvoiced): CB0-16,
CB0-10, CB1-16, CB1-10, where 0 and 1 represent voiced
frame and unvoiced frame respectively, 10 and 16 represent
the LPC order. Corresponding codebook is chosen according
to the LPC order and frame type. Each codebook is divided
into M sub-codebooks in order to quantize the input of every
stage in LSF quantization, M represents the stages. Table 1
shows the codebook structure with 16 kHz sampling rate.
Each sub-codebook has different numbers of codeword vector,
every codeword vector has the same numbers of codewords as
LSF order. The structure of the multi-stage vector codebook
is shown in Figure 3.

The LSF vector quantization process is as follows: firstly,
the error sums between LSF vector and each codeword vector
in sub-codebook are calculated. Then the error sum of each
codeword vector is sorted from small to large, and recorded
the corresponding index of the codeword vector at the same
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TABLE I: Number of codeword vector with 16 kHz

Stages/Groups Unvoiced Voiced

0 32 128
1 8 16
2 8 8
3 8 8
4 8 8
5 8 8
6 8 8
7 8 8
8 8 8
9 8 16

total 104 216

time. After the error sum is sorted, then the error sum greater
than the set threshold is discarded. And the error sum, as the
input of next stage, is calculated with the codeword vector of
next stage. The above steps are repeated until all stages are
quantized. Finally, M indices which have the smallest error
sum according M stages quantization is the output.

B. Analysis of the distribution of LSF in SILK

The LSF vector is quantized by the multi-stage vector
codebook, the result of indices are mapped to the codeword
vector in the corresponding codebook. In order to design
a steganography scheme with large hiding capacity, good
auditory concealment, and good statistical security, the char-
acteristics of LSF quantization is analyzed. Firstly, the modifi-
ability of each stage vector of LSF parameter are analyzed to
determine the suitable embedding domain of LSF parameters.
Secondly, the usage probability of each codeword in each
codebook are counted from a large number of normal audio
samples to get the distribution of LSF parameter, which is the
basic of the partition strategy in the proposed schemes.

1) The Modifiability of Multi-stage LSF Parameter:
In the SILK speech encoding process, different codebooks

are used in LSF vector quantization according to the LPC
order and frame type. Table 2 and Table 3 shows the the
maximum value, minimum value of codeword at each stage
in CB1-16 and CB0-16 respectively. From Table 2 and 3,
we can find that the value of codewords in first stage is far
greater than that of the other nine stages. The reason is that
in the LSF quantization process, the first index represents the
main features information of the LSF vector, the latter nine
indices represents the error information between LSF vector
and codeword vector, which will fix the error of first index
information. Figure 4 shows the corresponding line chart for
each codeword vector in each stage of CB1-16. There is an

TABLE II: Codeword Statistics of CB0-16

stage(groups*order) MAX MIN

0(128*16) 31082 454
1(16*16) 1158 -1060
2(8*16) 799 -740
3(8*16) 546 -701
4(8*16) 450 -629
5(8*16) 465 -430
6(8*16) 503 -475
7(8*16) 436 -375
8(8*16) 393 -277

9(16*16) 339 -376

obvious statistical feature in Figure 4, the value of codewords
increase regularly in turn from 1st order to 16th order which
represents the linear growth in 0th sub-codebook, and the value
of codewords are between 1012 and 31294 which is far greater
than the value of the other stage. In other nine stages, the value
of codewords are in a trend of fluctuations with a small range
which is between -1000 and 1500. At the same time, from
1 stage to 9 stage, the value of codewords decreases, and the
fluctuation range of codewords also gradually decreases, which
tends to be relatively stable.

From the above analysis of multi-stage vector codebook
quantization, it is possible to draw a conclusion that the 0th-
stage index represents the main information of LSF vector.
The modification of the 0th-stage index will introduce a great
loss on speech quality. Therefore, the 0th-stage index couldn’t
be modified when embedding secret information. The quanti-
zation of LSF vector from 1st stage to 9th stage indicate the
correction of the previous error, the error and correction range
is getting smaller in the quantization process. Since the 1st-
9th stage indices represent LSF quantization error, embedding
secret information by modifying these indices will introduce
less impact on the speech quality. While the range of 1st-
9th stage codewords value gradually decrease and fluctuations
trend to be stable, the impact on speech quality by modifying
indices of latter stages is less than the previous stages.

Based on the above analysis, a basic experiment is carried
out to test the modifiability of the 10 indices. The quality
of the modified audio is evaluated by PESQ, which is one
of the evaluation algorithms of voice quality proposed by the
International Telecommunication Union (ITU). The PESQ is
most relevant with subjective evaluation in objective evalu-
ation algorithm of voice quality published by ITU. In this
experiment, the last index is modified from the last stage, then
the last two indices are modified, then the last three indices
are modified, the indices are modified in turn and different
numbers of indices are modified in each time. Meantime, 500
PCM audios are encoded by SILK codec and modified with
the different numbers of indices in LSF vector quantization.
The value of PESQ test is shown in Table 4. while the modified
index (n − m) represents the indices from nth stage to mth
stage are modified with secret message. Table 4 shows that
there is little decrease on speech quality when the 1st to 9th
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TABLE III: The PESQ when modify different LSF quantization indices

modified index 9 8-9 7-9 6-9 5-9 4-9 3-9 2-9 1-9 0-9

PESQ 4.29 4.27 4.26 4.25 4.24 4.24 4.24 4.24 4.23 2.45

indices are modified, the PESQ is still above 4.23. However,
there is a great influence on speech quality when the 0th index
is modified, the PESQ is only 2.45. It shows that the 0th-stage
index is the most important value in SILK LSF indices, it
can’t be modified, and is not suitable to be the hiding domain.
The other stages indices are suitable to hide information by
modifying the value of it, and will introduce little influence to
the auditory concealment.

2) The Distribution character of SILk LPC codebook:
Although the existing LPC steganography schemes[13],

[12], [22] embed secret messages by utilizing the original
coefficient features through QIM-based codebook partition
methods. These steganography schemes don’t consider the
feature of statistical distribution of codewords, which will
change the statistical distribution of LSF parameters. Since
that they are easy to be detected by the existing steganalysis
scheme. The recall and precision of the existing steganalysis
scheme[1] are all more than 90%. To solve this problem, the
steganography scheme proposed in this paper consider the
change of distribution character which is introduced by mod-
ifying of the LSF parameters, make the distribution character
of the cover and stego are similar to ensure the security of
steganography.

To statistic the distribution character of the LSF coefficients
in SILK cover audio, 1000 PCM audios segment are encoded
by SILK encoder. In the procedure of LSF vector quantization,
the usage probability of each codeword vector are counted
in each stage by Equation 2 and 3. The unvoiced frame and
voiced frame are counted separately. To ensure the modified
speech quality, main feature of original LSF coefficients need
be reserved. Therefore, 0th stage codebook has not been
counted, and the statistical distribution of 1st to 9th stage
indices are analyzed.

Ci =

{
1 x = i
0 x != i

(2)

Figure 5 shows the boxplot of the usage probability of 1st,
2nd and 3rd stage LSF vector quantization of CB1-16 and
CB0-16. The horizontal axis represents the 1st to 8th codebook
vector and the the vertical axis represents the usage probability
of each codeword vector in LSF quantization. In the boxplot,
the upper and lower blue edge lines indicate the upper and
lower quartiles of the data respectively. The middle red line
indicates the median line. The upper and lower short blue lines
indicate the abnormal value cutoff point. The red dots outsides
the cutoff point range indicate outliers.

fi =

∑s
i=1 Ci

s
(3)

Figure 5 shows that there are some codeword vector with same
distribution in each stage. Because the distribution character
of codebook between cover and stego should be consistent
after the secret message is embedded. Therefore, we proposed
to make groups of codeword vectors with similar distribution
in one stage. The steganography uses the groups with similar
distribution of codeword vectors to embed secret message will
not change the distribution character of codebook, and it will
improve the security of steganography.

III. THE PROPOSED SILK STEGANOGRAPHY SCHEME
SS DLSF

Based on the above analysis, a secure SILK steganog-
raphy scheme based on distribution of LPC (SS DLSF )
is proposed. The secret message is embedded by modifying
LSF indices. The modifiability of indices in LSF quantization
shows that the 0 index couldn’t be changed in order to maintain
speech quality, so the secret message will be embedded in the
other 9 indices from 1st to 9th. Meanwhile, to maintain the
statistical distribution of LSF codebook, the codeword vectors
with similar distribution in one stage will be divided into a
embedding group, and the secret message is embedded by
choosing the codeword vector which represents the informa-
tion of secret message in the corresponding embedding group.
The statistical distribution of LSF codebook is trained by the
statistical distribution experiment from large amount of cover
audios.

There are four codebooks in LSF vector quantization, the
number of codewords in each stage is 8 or 16. To embed
the bit conveniently, the proper number of embedding group
will be 2 or 4, which can be embedded in 1 bit or 2 bits
secret message. The process to build the embedding group
is described as follows. Firstly, the usage probability of each
codeword vector is counted as Figure 5. In each codebook,
the codeword vector is sorted from big to small of usage
probability. Then, the difference between the usage probability
of two adjacent is computed. If the difference between last
usage probability and previous usage probability is lower
than the default threshold, those two codeword vector can be
arranged into same embedding group. Each codeword vector
are traversed in turn. The number of each embedding group is
limited in 1-4. Equation 4 shows the numbers of embedding
secret message with corresponding codeword vectors in one
embedding group. When there are 3 codeword vectors in one
embedding group, 2 codeword vectors will be selected as the
embedding group, the other codeword vector with the least
usage probability will be removed.

The threshold is important to the embedding group process,
it should be proper to limit the number of codeword vectors
in one group. If the threshold is too big, there are too many
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Fig. 5: The usage probability of the LSF codeword in cover
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TABLE IV: The embedding group of 1st sub-codebook of
CB1-16

Group Number Group Index

1 2, 4
2 3, 5, 6, 8
3 1
4 7

TABLE V: The embedding group of 2nd sub-codebook of
CB1-16

Group Number Group Index

1 2, 3
2 5, 8
3 6, 7
4 1
5 4

codeword vectors in one group and the difference of statistical
probability will be big. Otherwise if threshold is too small, the
codeword vector couldn’t be grouped, and the secret message
couldn’t be embedded. The usage probability is sorted from
big to small, so the codeword vector with bigger probability
can be reserved. According to the result of many experiments,
the ideal threshold of sub-codebook with 8 codeword vectors
is 0.35, and the ideal threshold of sub-codebook with 16
codeword vectors is 0.18. In our experiment, the embedding
group is shown in Table 5, 6, 7, 8. For example, in Table 5,
when the LSF vector quantization result of 1st sub-codebook
of CB1-16 is 2 and the embedding secret message is 0, the LSF
vector will not need be changed. When the embedding secret
message is 1, the LSF vector should be changed to 4. And the
codeword index 3, 5, 6, 8 in one group can be embedded in
2 bits as 00, 01, 10, 11 respectively.

M =


1 0 bit
2 1 bit
3 1 bit, remove one
4 2 bit

(4)

Based on the above analysis, the SILK steganography
scheme based on LSF codebook statistical distribution feature
is proposed, which is shown in figure 6. In the LSF vector
quantization process, the corresponding codeword vectors with
similar statistical distribution is used to embed secret message.
If there is no similar codeword vectors in embedding group,
the secret message can not be embedded. The procedure of
embedding is as follows. Firstly, the LSF vector is quantified
with Multi-stage vector codebook of SILK codec. Then the
1st to 9th indices are used to embedded secret message, the
bits of secret message embedded depends on the embedding
group of sub-codebook. In Figure 6, GofCw 4 indicates that
there are 4 codeword vector in this embedding group, and 2
bits secret message can be embedded. GofCw 2 represents 2

TABLE VI: The embedding group of 1st sub-codebook of
CB0-16

Group Number Group Index

1 2, 3
2 4, 10
3 5, 15
4 9, 11
5 12, 13, 14, 16
6 1
7 6
8 7
9 8

TABLE VII: The embedding group of 2nd sub-codebook of
CB1-16

Group Number Group Index

1 1, 2
2 3, 5
3 4, 6
4 7, 8

codeword vectors, so 1 bit secret message can be embedded.
And GofCw 1 represents there is no similar codeword vector
and just one codeword vector in embedding group, the secret
message couldn’t be embedded. The extracting of the secret
message is the inverse process of the embedding operation. In
the extracting of the message, the embedding group is same
as the embedding process.

IV. EXPERIMENTS

To evaluate the performance of the proposed scheme
SS DLSF , three experiments are carried out.

A. Experiments Setup

1) Audio sequences: Audio databases are formed from
2000 original audios, 1000 audios of them are downloaded
from Internet, and another 1000 audios are recorded with
CoolEdit[4]. These audio samples contain digital speeches
from different people and different languages, include English,
Chinese, and Korean, and be converted to 2000 PCM audios
with 8 kHz sampling and 16 kHz sampling rate by Adobe
Audition, mono, signed 16 bit quantization, 30 seconds.
CDB: The cover database CDB include 2000 PCM audios
with 8 kHz sampling rate and 2000 PCM audios with 16 kHz
sampling rate are encoded by SILK codec respectively. The
total number of cover SILK samples is 2000 * 2 = 4000.
2) Steganography Methods: the proposed steganography
scheme SS DLSF is used to embed secret information
generated by pseudo-random sequence during the encoding
process. So there are two stego database:
SDB1: The 2000 PCM audios with 8 kHz sampling rate
to implement SS DLSF . All PCM audios from CDB are
embedded with EBR of 10%, 20%, 30%, 50% and 100%, so
the total amount of SILK audio steganmgrams is 2000 * 5 =

544

Proceedings, APSIPA Annual Summit and Conference 2018 12-15 November 2018, Hawaii



Multi-stage vector 
codebook quantization

LSF Index

Embedding 
group

Read 2 bits Read 1 bit

Change index to match 
the secret message                               

LSF vector

0

1-9

GofCw_4 GofCw_2 GofCw_1

LSF index embedded

Secret message

Fig. 6: Block diagram of the proposed steganography.

10000.
SDB2: The 2000 PCM audios with 16 kHz sampling rate
to implement SS DLSF . All PCM audios from CDB are
embedded with EBR of 10%, 20%, 30%, 50% and 100%, so
the total amount of SILK audio steganmgrams is 2000 * 5 =
10000.
3) Evaluation metrics: The metric to evaluate the performance
of the proposed steganography scheme include auditory con-
cealment, hiding capacity and statistical security.

Three experiments are carried out respectively. To evaluate
the auditory concealment, PESQ is tested in experiment 1 for
both SDB1 and SDB2. The hiding capacity of SS DLSF
is evaluated in experiment 2. In experiment 3, the statistical
security of SS DLSF are evaluated from two aspects. Firstly,
The similarity of the statistical distribution of cover and stego’s
codebook are compared. Then, a steganalysis scheme which is
referenced from the existing steganalysis scheme of G.723.1[1]
is used to detect the stego generated from the proposed scheme
SS DLSF .

B. Experiments Results

Experiment 1: Since that the PESQ test just for wav audios,
so all of the SILK audios from CDB, SDB1 and SDB2 are
converted to wav audios. Figure 7 and 8 show the PESQ
value of 100 audios which are chosen from the 2000 audios
randomly. The experiment result shows that the PESQ value
of cover and stego are between 4.0 and 4.5. The PESQ value
of cover is slightly larger than stego. Table 9 shows the
average PESQ value of 2000 audios of cover and stego with
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Fig. 7: The comparison of PESQ with 8 kHz sampling rate
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Fig. 8: The comparison of PESQ with 16 kHz sampling rate

different embedding rate from CDB, SDB1 and SDB2. While
SR represents the sampling rate, ER represents the embedding
rate. When the sampling rate is 8 kHz, the PESQ value of
stego with 10% embedding rate only decrease 0.006 compare
to cover, and the PESQ value with 100% embedding rate only
decrease 0.06. When the sampling rate is 16 kHz, the PESQ
value of stego with 10% embedding rate only decrease 0.04,
and the PESQ value with 100% embedding rate only decrease
0.2. The experiment result show that there is a little reduction
in speech quality for stego audio. So the SS DLSF have
good auditory concealment.

Experiment 2: The hiding capacity of SS DLSF is evalu-
ated. By the embedding principle of SS DLSF , each audio
has different embedding capability. In this experiment, the
number of embedding bits of SDB1 and SDB2 with 100%
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Fig. 9: The usage probability of the LSF codeword in cover and stego
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TABLE VIII: The PESQ value of cover and stego

SR/ER Cover 10% 20% 30% 50% 100%

8 kHz 4.33 4.29 4.27 4.25 4.23 4.14
16 kHz 4.37 4.36 4.36 4.35 4.33 4.31

TABLE IX: The hiding capacity of the SS DLSF

SR Min Max Avg

8 kHz 117 bps 146 bps 129 bps
16 kHz 124 bps 274 bps 223 bps

embedding rate are counted. The unit of hiding capacity is
bps which means the number of bits for per second. Table
10 shows the minimum , maximum and average embedding
capacity of SDB1 and SDB2 with 100% embedding rate under
8 kHz and 16 kHz sampling rate.

Experiment 3: The statistic security of the proposed scheme
SS DLSF is evaluated. At first, The difference of distribution
characteristic of the cover and stego with 100% embedding
rate are compared. Figure 9 shows the usage probability of
the LSF codeword vectors in 1st, 2nd and 3rd sub-codebook
of CB1-16 and CB0-16, which is shown by boxplot. The blue
one represents the usage probability of the codewords in cover
audio, the green one represents that of the stego audio. Figure 9
shows that the distribution of the codeword vector in cover and
stego are almost similar. It means that the scheme SS DLSF
will not introduce obvious feature change on frequency of
codeword vector.

To evaluate the statistic security further, A steganalysis
scheme Silk SAlys which is referenced from the steganalysis
scheme of G.723.1[1] is realized to detect stegos generated
from scheme SS DLSF . In this steganalysis scheme, the
usage probability of each LSF codeword vector of voiced and
unvoiced frame are extracted and combined as the feature
to detect the stegos. The distribution feature are calculated
for training and classification. 50 percent of cover audios
and stego audios from CDB, SDB1 and SDB2 with different
sampling rate are randomly selected to train with the SVM

TABLE X: The detection of SS DLSF under the steganalysis
scheme

SR ER TNR TPR ACU

8 kHz

10% 52.4% 47.3% 49.85%
20% 47.6% 52.4% 50%
30% 46.7% 53.1% 49.9%
50% 45.4% 53.3% 49.35%
100% 43.9% 54.7% 49.3%

16 kHz

10% 58.4% 50.2% 54.3%
20% 55.4% 55% 55.2%
30% 52.3% 59.1% 55.7%
50% 49% 63.5% 56.25%
100% 47.3% 65.5% 56.4%

classifier. The other half of the samples are tested by the
previously trained models. And the audios with different
embedding rate are trained to detect corresponding samples
respectively. Such as cover audios and stego audios with 10%
embedding rate are used to train models to detect the other
half of cover audios and stego audios with 10% embedding
rate. The evaluated metric are ACU, which is the average of
True Positive Rate(TPR) and True Negative Rate(TNR). While
TPR means the proportion that stego audios are judged as
stego, and TNR means the proportion that cover audios are
judged as cover. If the TNR and TPR is 50%, it means the
steganography is perfect because the trained models couldn’t
distinguish cover and stego. Table 11 shows that the TNR,
TNR and ACU of SS DLSF . Although the TPR increase
with the embedding rate, they all between 49.3% and 56.4%.
The ACU of 8 kHz sampling rate are all near 50% and 16 kHz
sampling rate are all near 55%. It means that the proposed
schemes has good statistic security.

V. CONCLUSION

In this paper, a secure steganography scheme based on the
modification of LSF parameters in SILK codec is proposed.
The main contributions of this paper include: firstly, SILK is
a very popular speech codec in social media today. To the
best knowledge as we know, this is a first work to embed
secret information into the compression parameter of SILK.
This work will open up the research in this area. Secondly,
the character of the LSF parameter in SILK is analyzed in
detail, and the proposed scheme is based on the feature of
this embedding domain. Thirdly, the statistical distribution of
LSF Codebook is considered as a constraint condition, and
the scheme is designed based on it to make the distribution of
stego close to that of the cover audio. This is a novel method
in the LSF steganography scheme, and can be extended to
the steganography scheme of other CELP codec, such as
G.723.1, G.729, AMR, etc. The experimental results show
that the proposed scheme has good auditory concealment. The
average hiding capacity can achieve 129 bps and 223 bps under
the sampling rate of 8 kHz and 16 kHz respectively. More
importantly, the proposed scheme has good statistical security.
In the future, we will investigate the other embedding domain
of SILK codec, such as pitch delay and quantization pulse, to
find the statistic distribution of those compression parameters
of the cover audio, to design the secure steganography scheme
based on those distribution feature of the cover.
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